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Editorial

Once again, here is another volume of this journal that brings to you some latest
research and development papers in various fields of technology. Presently, as we all
know, our country is facing an ongoing power crisis. Engr. Tahir Basharat Cheema has
contributed an informative article discussing the basic pillars of a Viable Power Sector
and has suggested measures for strengthening the generation, fuel and customer mix for
a healthy power system.

Engr. Prof. Dr. Suhail Qureshi has contributed an exciting paper that introduces an
amazing creative approach for generating electricity from speed breakers and its
connection to Smart Grid. An enormous amount of energy can be converted to
thousands of electrical units by installing an electromechanical system under speed
breakers on roads and the energy generated can share load of national grid. This would
help cover up alittle bit of energy shortage and also reduce the local electricity bills.

Another excellent paper explains the great idea of solar-wind hybrid power generation

Jor charging UPS batteries in homes. This again would reduce the electric bills.
Another paper describes an effective system developed for the prevention of Electricity
Theft caused by direct rigging. All these measureswould help tackle the ongoing power
crises.

This volume also includes a research analysis of compression techniques of medical
images for diagnoses of different diseases. This would help dealing with the huge
storage needs and fast transmission requirements. Another paper explains a modern
Earthquake Monitoring System.

Thus, a lot of latest research papers in various fields of Electrical and Electronics
Engineering have been included in his volume. We are thankful to the Higher Education
Commission who has awarded category-Y to our research journal, "New Horizons".
Hearty CONGRATULATIONS to all our members on this up-gradation of our journal. I
am happy to see that our team is working hard to improve this journal to become
number-One latest research information source for the engineers in the country.

The Editor
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The Three Pillars of a Viable Power Sector!

By Engr Tahir Basharat Cheema
President (Elect)
Institution of Electrical & Electronics Engineers Pakistan (IEEEP)

The power crises has catapulted the power sector to the
forefront. Every body is talking about it’s working and also
advising the government as to what needs to be done. Most
of the arm-chair experts talk about some missing power
policy and that necessary resolve is not evident. Some of
the more brave advice that alternate energy should be tapped
with wind and solar swinging the fates in our favour.
Though freeing ourselves from oil and gas is an important
requirement, the various pre-requisites to induction of
alternate energy and the needed financial depth is normally
swept under the carpet. That the base load requirements and
those pertaining to peaking demands are two different
realms needing different solutions is also conveniently
forgotten. There is thus a need to dilate upon the subject
and explain the various facets of a viable power sector.
And in order to do so, we will concentrate on the
generation, the fuel and the customer mix alone —
incidentally, the basic parameters of any viable power
sector.

Going back to 1976, when Tarbela was commissioned and
which added a hefty 3600 MW to the national tally, we see
that the then hydel-thermal ration drastically changed and
improved in favour of hydel to 80:20. The record tells us
that the 20% thermal generation too was basically fueled by
gas and thus was not burdening the customers much.
Unfortunately, this trend which stabilized at 70:30 in favour
of hydro-generation has since changed for the worse and the
generation mix now stands at 30% only for the hydel
component with 46% of the rest using RFO as the fuel
against just 5.6% world average. The small usage of gas,
coal and nuclear fuel does not seem to list the balance away
from expensive oil.

As presently, the hydel tariff being changed by WAPDA is
Rs.1.18 per unit while the same for RFO fired thermal units
can be above Rs.15.00 on the average, one can imagine the
negative effect the changed ratio would have on the price of
electricity. However, one thing is for sure — the generation
mix has to necessarily change in favour of hydel plants. On
the other hand, as hydel generation depends upon the
completion of long gestation projects, which too are subject
to many a wrangling in the Pakistani context, we will have
to come-up with some other solution in the short run and
concurrently work on hydel projects in the long run. The
answer lies in the improvement of the fuel mix for the
thermal plants. This would be a change from the present
pre-dominantly RFO usage to gas in the first instance (for
about 2-3 years) and eventually the needed transfer to coal,
which can be indigenously mined or of the imported variety.
According to financial experts, changeover from RFO to gas
for about 3000 MW of thermal generation (at Jamshoro,

Muzzafargarh and KAPCO plants) would reduce the cost of
generation by at least Rs.6.00 per unit with an accumulative
positive effect on the yearly expenditures of PEPCO by upto
Rs.75 billion. The needed volume of gas can be made
available as part of a national policy. And as this is only
destined to be specially made available for 2-3 years,
concurrently efforts have to be made to convert all the
thermal plants, both in the public and the private sectors, to
coal. This can be done through PSDP funding, the public
private partnership (PPP) mode or simply through garnering
of the supplier’s or the buyer’s credit for conversion
equipment (including EPC contracts). All of these ways of
conversion are doable and can be taken up through a
consensus of the experts.

The third of the pillars pertains to the issue of the lopsided
customer mix, which the utilities have to face at the
moment, having a burden of Rs.50 billion or so. As it is
simply detrimental to the financial stability of the utilities,
the issue is of equal importance in comparison to the
negative generation and fuel mix. It is seen that at present
out of the total 19.662 million customers of PEPCO, a hefty
9.3 million customers can in a way, be categorized as the
life line customers. These customers use upto a maximum
of 100 units per month and are being charged at very low
rates in comparison to rest of the customer base.

The present tariff for the 1-50 units usage category is just
Rs.1.87 per unit, while the  1-100 units usage would allow
the DISCOs / KESC to bill the customers at the rate of
Rs.4.36 per unit. Imagine the level of these rates in
comparison to the calculated cost of service which at present
is a little above Rs.10.00 per unit on the average. In other
words, cross-tariff and general subsidies pay for the
sustenance of the utilities and to do away with the burden of
this group of customers and thus it is extremely onerous for
the utilities. As the subsidies do not fully cover the gap, the
loss has to be borne by the distribution companies or have to
be passed on the other categories of customers in shape of
enhanced tariffs. Unfortunately, this category of customers
is on the increase due to heightened rural electrification and
unplanned urbanization through what is known as the Kachi
Abadies.

The question arises as to why should the socio-political
obligations of the governments be made to burden the
utilities.  As such, the requirement is to bill all the
customers at a uniform rate — at least for the domestic, the
commercial, the industrial and the agriculture categories.
Consequently, the present load suppression model of tariff
formulation has to be scrapped and instead the more you
use, the less you pay model has to be accepted as the rule.



On the other hand, because the less endowed customer too
has to be taken care of, the group can be supported through
targeted subsidies. Power stamps similar to food stamps of
the yesteryears and those in vogue in the developed world
and specifically the USA can also be issued. In other words,
the utilities would issue regular bills to all customers
including the life line category and at the time of payment,
the power stamps can be redeemed at the banks. The huge
data bank collected for the BISP through the poverty survey
can easily be used to assist the life line customers in getting
the subsidies. In this manner, both the customers and the
utilities can benefit.

Through the above measures, all the three basic pillars of a
healthy power system / sector can be strengthened —
otherwise, we will not be able to tackle the ongoing power
crises and nor would the sector be able to deliver. Infect,
spoiling of the generation, the fuel and the customer mix is
the reason for high power tariffs in the country. Capacity
shortages is another story needing separate space to dilate
upon.

Hkoskosk

Quotations

The secret to a long life is to stay busy, get plenty of
exercise, and don’t drink too much. Then again don’t
drink too little

Hermann Smith-Johannson, at age 103

Anyone stops learning is old, whether at trwnety or
eighty. Anyone who keeps learning stays young.
Henry Ford

The first forty years of life give us the text, the next
thirty supply the commentary.
Arthony Schopenhauer

When good men die, their goodness does not perish.
Euripides

I am ready to meet my Maker. Whether my Maker is
prepared for the ordeal of meeting me is another matter.
Winston Churchill

If you are afraid to die, you will not be able to live.
James Baldwin

Remember that the most beautiful things in the world
are most useless; peacocks and lilies, for instance.
John Ruskin

Whatever’s begun in anger ends in shame.
Benjamin Franklin

Constant attention by a good nurse may be just as
important as a major operation by surgeon.
Dag Hammarskjsld

Look to your health, and if you have it, praise God, and
value it next to a good conscience; for health is the
second blessing that we mortals are capable of; a
blessing that money cannot buy.

Izzak Walton

One must eat to live, not live to eat.
Molieere

People who drink to drwon their sorrow should be told
that sorrow knows how to swim.
Ann Landers
Character is the result of two things — mental attitude
and the way we spend out time.
Elbert Hubbard
What’s the difference between a stumbling block and
stepping stone?
The way you approach it.




Queuing Theoretic Analysis of a WSN based Earthquake Monitoring System

Sanam Memon*, Wanod Kumar#*,
and Muhammad Asim Ali**
*Department of Electronic Engineering, MUET Jamshoro, Pakistan
**Department of Electrical Engineering, Sukkur IBA, Pakistan

Abstract:

Earthquake monitoring and detection has been in great
focus for many years. A possible solution of this problem is
the deployment of an efficient system that can generate the
warning for the earthquake as early as possible. This kind
of deployment not only helps to save human lives but also
provides support in exploring many hidden facts about great
disaster. In this paper, performance analysis of Wireless
Sensor Network (WSN) based earthquake monitoring system
is carried out using queuing theory. The WSN nodes
transmit their data to a centralized node which further
sends this data to main station using a wireless/wired
backhaul link. This scenario is modeled using two queues;
M/M/1 queue and M/D/I queue. The performance of the
system is evaluated and compared in terms of mean system
delay and utilization for both queuing models. The results
reveal that the system delay decreases with increase in the
data rate of the communication link (server).

Keywords: delay, earthquake, queuing, WSN.
I. Introduction

Earthquake is a type of natural disaster. This disaster occurs
due to the sudden release of stored energy in the Earth's
crust that creates seismic waves [1]. On 26 December 2004,
an earthquake of magnitude 9.0 caused huge loss of human
lives in Indonesia and its neighboring countries. That great
loss motivated scientists and researchers to discover new
mechanisms for detecting and monitoring the earthquake so
that people can get warning in time, and thus any serious
loss can be avoided. The WSN based monitoring system is
one of these paradigms considered.

A node in wireless sensor network is capable of sensing,
processing, and communicating with other nodes in the
range or a centralized entity (node). This helps to observe
and react according to the condition in a particular
environment. WSNs are application specific; hence design
considerations are different for each application [2]. A node
in WSN consists of a transmitter, receiver or a transceiver
for detecting, measuring and transferring the data to the
central node/server. Such a network called Quake-Catcher
Network (QCN) is built upon the Berkeley Open
Infrastructure for Network Computing (BOINC) software
for volunteer computing [3]. The QCN is a large network of
low-cost sensors connected to volunteer computers, in a
specific region to monitor seismic events.

Recently, an increased interest has been observed to analyze
the network performance using analytical or simulation
tools before the actual deployment. In this regard the
Queuing theory offers a promising analytical solution to
evaluate the performance of such networks in terms of
quality of service (QoS) parameters. Therefore, in this work,

a detailed analysis based on queuing theory for modeling
WSN is carried out for analyzing the mean system delay and
utilization. Single node of WSN acts as a complete QCN
node and combination of number of nodes represents a
network of nodes (i.e. WSN). Theses nodes transmit their
packets to a centralized node which further communicate
these packets to main office using wireless/wired backhaul
link.

Following the introduction, the paper is organized as
follows: Section II describes Related Work. Section III
presents Studied Scenario. In section IV, mathematical
model for the proposed design is discussed. The
performance analysis is carried out in section V. Paper
concludes in section VI.

II. Related Work

In [1], a novel early warning system for earthquake based on
WSN is proposed. This WSN consists of several thousands
of nodes, each node consists of a single antenna and these
nodes cooperate with each other to form a multiple antenna
WSN known as Virtual MIMO WSN. Researchers in [2]
believe that animals act abnormally before and after
earthquake and their behavior is helpful in the prediction of
an earthquake. On that basis, they have proposed an overall
network architecture in which middleware software
infrastructure, WSN, end user system, different detectors,
mobile base stations and animals play major role. In [3],
authors highlight the importance of location and density of
low cost sensors used in QCN in order to detect and monitor
the seismic activities efficiently and accurately.
Researchers in [4] have replaced traditional seismic
networks with a new, more efficient and inexpensive
alternate named as QCN using MEMs accelerometer. In [5]
authors have developed an accelerometer which provides
high sensitivity and a wide measureable range, while in a
traditional accelerometer, there is a tradeoff between the
measureable range and sensitivity.

Authors have designed an alarm system in [6] to determine
the magnitude of the longitudinal wave with the help of the
accelerometer and compared it with the predetermined
threshold. If that magnitude is found to exceed the
threshold, then the notification for earthquake in the form of
alarm is sent to the concerned alarm devices of the network.
Authors in [7] have taken initiative towards design of a new
wireless sensor node that is not having only minimum
physical size and less power consumption but also able to
perform simple processing on the acquired data in order to
reduce the amount of data that is to be stored at the node. It
is based on an ultra-low power System on Chip (SOC)
microcontroller with a temperature sensor and a 3-axis
accelerometer.



Traditionally queuing theory has been used to analyze the
performance of communication networks. However, to the
best of our knowledge, little work has been carried out in
regards to WSN for earthquake monitoring using this
theory. In [8] WSN is modeled using the open queuing
network theory for path planning. The issue of path
planning is solved by calculating the path delay to find out
the optimal path for efficient data transmission in WSN.
Authors in [9] have derived the expression for the
distribution and first two moments for both steady state and
transient conditions for different random variables and then
investigated the output process of M/D/1 queuing system.

The issue of WSN scaling is highlighted in [10]. Authors
found that network dynamics mainly depends on network
operations rather than environmental changes but
environment is able to put an unpredictable effect on sensor
network. They also found that network indicators can’t
identify the problem if small portion of nodes bottlenecks
the whole network.

It has been suggested in [11] that by using variable data rate
with automatic rate selection not only network latency but
also average power consumption can be reduced and is
essential for improving scalability and minimizing network
overhead. This technique when compared with other
techniques provided energy consumption with 40% saving.

III. Studied Scenario

The USB sensor/accelerometer and computing capability
constitute a single WSN node. The ground motion is
detected with the help of MEMS accelerometer present in
WSN node. The information (seismic data) is collected by
every node individually and transmitted to the centralized
node in terms of data packets as shown in Figure 1. The data

transmission (in form of packets) from M sensor nodes and
reception at centralized node is modeled as M/M/1 and
M/D/1 queues [12]. Here single server is considered which
is wireless/wired backhaul link to the main station. Without

loss of generality, in this work, M WSN nodes are
assumed to have the same mean packet arrival rate An

which further collectively sums to the M A, . Packet arrival
rate of each node follows a Poisson distribution with mean

An . The arrived packets are further communicated to the
main station by central node using a service rate. Our aim in
this paper is to analyze the performance of WSN based
earthquake monitoring using queuing theory in terms of
average system delay and utilization.

Packet arrival
)\n from Node 1

Centralized Node
M/M/1 or M/D/A
queue

v T
—> 3]

Packet arrival
An from Node 2

Packet arrival
from Node M

A
Figure 1: Queuing Model for the Proposed System
IV. Analytical Modeling

In this section we present the analytical modeling of M/M/1
queue and M/D/1 queue.

a) M/M/1 Queuing Model:

In scenario considered, each node transmits the data packet

with mean arrival rate *;I'"n, hence the combined arrival
process becomes Poisson process with mean arrival rate

A= M2, These data packets are sent to a centralized node
for further communication to the main station using
backhaul connection. This scenario is modeled as M/M/1
queue [12]. Central node further forwards the data packets
with service rate p using the First-In First-Out (FIFO)
priority. The complete representation of this WSN based
system for earthquake monitoring using M/M/1 is shown in
figure 1. Figure 2 shows the state transition diagram of
M/M/1 queue represented as a birth-death model.

Figure 2: The state transition diagram for M/M/1 queue

The equilibrium probability for M/M/1 queue is
Pn=p™ (1 —p) (1)

where P = ,il,}‘r | is the traffic intensity, ™ is number of
packets [12]. To ensure the stability of the system,

£ should be less than 1. It means that arrival rate is smaller
than service rate; otherwise the number of packets will keep
increasing with passage of time.

The mean number of packets in the system is
od
L= Z ny, (2]
n=0

The average delay experienced by each data packet is the
combination of waiting time in the queue and service time
and can be calculated using Little’s theorem [12] as

W = L (3)
- A £ .-
The utilization of the system is given by
A e
U = — = p I__n']:-__l
n

a) M/D/1 Queuing Model:

In M/D/1 queuing model, the arrival process is Poisson
distributed and service time of each packet is constant [9].
Service time is fixed because both the packet length and the
data rate of link are deterministic.

The mean number of packets in the system

_Pr
201 —p)

L=p+ (5]



The mean system delay in this model is

2—p

W=t

(6)
V. Performance Evaluation

All M WSN nodes send their data to a centralized node as
shown in figure 1. The communication through this central
node is modeled as both M/M/1 and M/D/1 queue. The real

packet length (i.e. 100 Bytes ) used in [11] is considered
here. The communication link used for transferring data

from M WSN nodes to the main station through
centralized node has data rate of 1Mbps [10]. Hence, the

packets
_ 1250——— .
mean service rate turns out to be sec . In this

work, we evaluate the performance of the WSN for
earthquake monitoring using average packet delay and
utilization as QoS metrics for both M/M/1 and M/D/1
queuing models.

Figure 3 shows the impact of traffic intensity on the system
delay. This analysis of mean system delay is necessary in
order to select the values of p (traffic intensity), in such a
way that the delay can be as minimum as possible and the
warning for earthquake may be generated and processed in
time. The results reveal that the average delay of the data
packets increases with the increase in p values. In case of
M/M/1 queue, the system delay is very low for & = 01
The delay starts to increase rapidly when p exceeds 0.2.

This is because the arrival of data packets from M wsN
nodes increases and a single server has fixed service
capability. The maximum mean delay caused by the system

to the data packets generated by source nodes is 4ms p
case of M/D/1 queue, the service time (provided by single
server) is fixed for each WSN packet and the mean system
delay is reduced compared to the M/M/1 queuing model.
This is due to the uniformity of the service rate.

T T T T T
---------- M/M/1 packet size 100 Byte data rate 1Mbps
——— M/D/1 packet size 100 byte data rate 1Mbps

3.5

Mean System Delay (sec)

Traffic Intensity

Figure 3: System Delay as a function of Traffic Intensity
with 1 Mbps link

Now, we consider data rate of communication link to be

2Mbps  with same packet size and data generation rate.
Hence, the service rate of the system doubles and value of

the traffic intensity becomes half compared to the
parameters considered for results shown in Figure 3. With
this communication link, each packet is served faster. In this
system setup, as shown in Figure 4, the mean delay for

M/M/1 queue at @ = 0.04 5 Jess than 0.7 MS  compared
to previous setup (with link rate of 1 Mbps) where it was

about 1.3M5 _ Moreover, for M/D/1 queue, the mean delay
is lower compared to M/M/1 queue.

x10*

Mean System Delay (sec)

Traffic Intensity

Figure 4: System Delay as a function of Traffic Intensity
with 2 Mbps link
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Figure 5: Utilization as a function of Traffic Intensity

System utilization is directly proportional to the traffic
intensity values for both queuing models. The utilization is

the measure of how much server is busy and is equal to £ .
It is due to the fact that p depends on the arrival of packets
(with the mean service rate of the system is kept constant).

As arrival rate of data packets increases, # increases and
this in turn causes utilization to increase. This effect always
gives a linear curve when utilization is plotted against traffic
intensity. It is shown for M/M/1 queue in Figure 5. M/D/1
queue has a linear trend as well.

IV. Conclusion

In this paper, performance analysis of WSN based
earthquake monitoring system has been carried out. For this



purpose, we have considered M WSN nodes, assuming
that ground motion recorded by these nodes is presented in
terms of data packets, and these data packets are transmitted

to a central node. The combined arrival rate from these M
nodes at centralized node becomes a multiple Poisson

process with mean arrival rate MA,, . The network has been
modeled as M/M/1 queue and M/D/1 queue. By considering
typical data rates for WSN and real packet length from
literature, the performance of the system has been evaluated
in terms of QoS parameters such as mean system delay and
utilization. The results show that average delay of the
system decreases with increase in data rate of link (server).
Moreover delay is less in case of M/D/1 queue compared to
M/M/1 queue. The results also show that utilization is a
linear function of traffic intensity.
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Abstract

Future of luminous and prosperous Pakistan is not
far if management fully utilizes conventional and
new renewable energy resources. To eliminate the
imminent load shedding of 6000MW is the extra-
ordinary challenge for Pakistan. Some efforts of
AEDB (Alternative Energy Development Board of
Pakistan) can nearly fulfill energy supply demand
gap in few years by using the wind, solar, biomass
and road traffic potential energy.

Major emphasis of this paper is to generate
electricity from the tremendous source of road
traffic potential energy. Electricity generation from
traffic is newest and different idea in this
innovative and modern time. A huge amount of
potential energy is being wasted in the form of heat
and frictional losses daily at toll plazas and
everywhere on the busy road.337 KWh to 400 KWh
is being wasted every day at a single busy road.
This enormous amount of energy can be converted
to thousands of KWh electrical units by installing
speed breaker based electromechanical system
under the road and can share load of national
grid. About 90,000 vehicles pass on a single busy
road daily so the road traffic is wasting thousands
of electrical units daily as well as millions of
money.

Keywords: Renewable Energy, Smart Grid
Application, Free Energy, Speed Breaker,
Distributed Generation, Electricity Generation.
Abbreviations: SPWM: Sinusoidal Pulse Width
Modulation

ISIS: Institute for Software Integrated Systems
CCS: Command and Control System

DSP: Digital Signal Processing

ETAP: Electrical Transient Analysis Program

I. Introduction
After studying research literature, I came to know
that early designs of power generation by road
traffic were not perfect. They produced very less
power only about 50 to 250 watts. My design is

totally different. A single unit based on efficient
crank shaft mechanism can produce 1508W
average power or 24KWh units approximately in
16h of the day at Islamabad toll plaza. If parallel
speed breakers are installed at the Islamabad toll
plaza, sufficient energy can be stored in the battery
bank by rectifying the generated AC [1]. True sine
wave three phase SPWM (Sinusoidal Pulse Width
Modulation) inverter is designed to convert DC
into constant AC 440V and 50Hz. Three phase
power transformer 440V/11KV can transmit power
towards the smart micro grid as shown in the
Figure [1].

Gnd side
Converter

Generator side
Converter

Car Altemator
Parallel Speed

besker e : F— A\ L
b ’\I\\ :‘\

Generators \
S e 3

KV H0FAR -

Fig-1  Schematic illustration of the system [1]
IL Scope Of The Paper

Electricity generation from road traffic is cheapest
renewable energy resource now a day that can be
utilized for transmitting generated electrical power
to the local smart grid. In 2012 Pakistan Electric
power consumption kWh per capita was 468.91
kgoe/annum (1000Kgoe = 42GJ), in 2009 it was
449.32 kgoe/annum and in 2003 it was 487.3
kgoe/annum (Kilograms of Oil Equivalent per
annum) published in World Bank fact book report
2012 [9]. It is absolutely very less when compared
with the average ratings. Pakistan is the importer
of energy in this regard. Renewable energy is clean
and hundred percent free. Energy utilization from
renewable energy resources contribute to the
development and prosperity of the country. There
are numerous merits of the project when we
compare it with the present power situation in
Pakistan [10].
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Where:

= 1000 kgoe =42 GJ

= Electric power per capita [in kWh/year]
= (1 GJ/a=31.7 W)*(8.766)

» Electric power per capita [in watt] =
Total population electricity
consumption [in MW-h/yr]
*114.077116 /population

»  Megawatt hours per year can be
written as Watt: IMW-h/yr
= 1000000Wh/(365.25*%24)h
=114.077116 W

I Methodology
A 3D model is designed according to the laws of
physics. In order to generate electricity from traffic
potential energy and interconnect it to the smart
grid, power equipment and mechanical parts are
assembled to make the complete system. Detailed
description of the system parts is shown in the 3D
AutoCAD model. It is noted that the depth of the
infrastructure is set to minimal level that is only 90
cm.
Input kinetic energy of the vehicles is harvested by
the speed breaker ramp arrangement making angle
of 45 degree installed on the road that transfers
input mechanical power to the large sprocket by
crankshaft attached with ramp via frictionless bolts
on both ends. Rectilinear motion of the crank shaft
is converted to rotational motion by large sprocket
which is synchronous with the ramp rotation for 45
degree because width of the ramp and radius of the
large sprocket are the same. When a tire of vehicle
strikes the ramp, it pushes downward from the top
side. A gear system, flywheel, special ball bearing
of cycle hub and large sprocket are placed on a
common hub or center axis.
Large pulley of the gear is coupled with the small
pulley of alternator with a belt to increase rpm of
variable speed DC generators shown in 3D view of
the model. Gear ratio is 9.3 to get 1250 rpm of 24
volt 1500 Watt DC generator that also give output
on 800 rpm [3]. Car alternator is used in this
project to manage variable speed and give
maximum output power.

Nojerk to car as speed
breaker 20es down

=>

Speed breaker 43deg

Vehicletre . oA
Y

speedinms T

Flywheel solid™™ |
Cyele beaning -~
Small sprocket =~ T

Hub e
Coupling bel\t
Cement=Tron "

In 2(a) 3D Modeling and parts assembling of
speed breaker shown, in 2(b) point A moves to
final position A’

Fig-2

Due to variable speed of the AC generator
fluctuating voltage and frequency will produce so
we need to rectify the output. Rectifier, charge
controller and voltage regulator used to charge a
battery bank of 24V 1005 Ah.

A single speed breaker unit can fully charge this
battery bank in only one hour if it is installed at the
toll plaza of Islamabad motorway interchange.
True sine wave 3 phase SPWM (Sinusoidal Pulse
Width Modulation) inverter converts 24V DC to a
constant 440V AC output at 50 hertz frequency,
that is used for single and three phase AC loads
when transmitted to smart micro grid [2]. This
sufficient power can be used for multiple purposes
like road lights, signals, toll booth computers,
cameras, servers, fans and nearby consumers [4].

IV. Block diagram
Complete project is initially divided to subprojects.
Steps towards project completion are presented in
the block diagram to get expected results. Each sub
block is designed with description.
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Fig-3  Block diagram of electricity generating speed

breaker system and smart grid connection

V. Input Mechanical Power Calculation

Mathematical parameters and relations are defined
here for hardware designing, power, torque, force
and rpm calculations.

Let a car with mass 1600kg with velocity ul 10
km/h or 2.77m/s collide with speed breaker having
velocity u2 zero.

Mass of car (Approximate) = 1600
Kg

Mass on one wheel =400 Kg
Ramp angle from ground =45 deg
Ramp width=Large sprocket radius =127cm
Circumference of large sprocket =79.8 cn
Input Force by vehicle weight= F =mg

=400%9.81=3924 N
Acting force is horizontal component = F*Cos 0
=3924 Cos 45=2775N
Time in which small sprocket turns to 0 degree

from 45 degree =t

Car speed ' = 2.77

m/s

Arc distance 9.98 cm will be covered in =t
=1/2.77*0.0998 = 0.036 s

Work done by the vehicle force = F*d

=2775%0.0998=276.945]
Power theft by speed breaker from vehicle
potential energy= work done / time taken
=276.945/0.036
= 7693 Watts

VI Output Power Calculation
Mechanical losses like bearing friction, belt pulley
friction, windage and slip rings are about 30%
approximately due to a smart design.

Power transmitted to DC generator= Pin* 0.7
=5385W

A 5 KW generator cannot be used because it
requires heavy torque to rotate and output response
become highly nonlinear in only 5 seconds so we
cannot utilize maximum output power due to high
inertia of the rotor. Electrical losses are due to the
voltage regulator circuit, rectifier, filter, 24 V
batteries and inverter circuit. 50 percent electrical
power lost generated by car alternator due to
variable rpm or very low DC voltage below the
rated rpm. So we select the 24V 1250 rpm1500
Watt DC generator for utilizing maximum power.
Maximum o/p electrical power = 5385*0.5
=2692W
Width of speed breaker =12.7cm
Car time to cover this distance = (1/2.77)*0.127

=46 ms
In 46 ms maximum power generated at the output
of alternator =2692 Watts

Due to inertia of the flywheel DC generator stops
after time 25 s approximately. Average power
1508W is calculated where the voltage level is
within range from 23V to 28V by integrating the
exponential function of the graph as shown up to
10 s because mean service time of a car is 10
seconds. Average electrical power of the alternator

isP = %f; P(t)dt

Watts Time Sec
2657

Tine interval berween cars 10 sec

Average of 105is 1208 W
. Average of 12 sec s 1263 W

2348 T e R i e s

Power in W

22 23 223 Teué i S

L1 i
75 3
i &
55

Declining factor due to fly whee speed = K=0.85

Fig-4 : Output electrical power of alternator vs
time due to declining factor K= 0.85.
VII. KWh Calculations

In one minute 6 cars passed on the speed breaker
because mean service time of a car is 10 seconds.
Average power generated in 10 seconds is 1508 W.
After 10 sec next car leaves the toll booth. Same
mechanism repeats and power boosts from 615W
to 2692W as shown in the graph and system never
stops for 16h in the busy toll plazas like Islamabad.
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In one hour average energy generated and stored
= 1.508 KWh
=1508*16
=24.128 KWh
Energy generated by 14units =337 KWh

In 16h energy stored

VIII. Payback time calculation

From the previous result 14 units produce 337
KWh daily, 10,110 KWh in a month and 123
MWh in the year. WAPDA (Water and Power
Development Authority) is selling one unit at the
rate of Rs-20 for commercial loads approximately.
Initial capital cost, operational and maintenance
cost of a year for 14 units is Rs-1,381,000 that can
be returned in only seven months and after this
period monthly saving is Rs-202,200 that is the
excellent result of this project.

IX. Simulation and Programming

24V DC is usable for carrying DC loads of the
system. For AC loads we need true sine wave
inverter for carrying sensitive loads. Simulation of
SPWM (Sinusoidal Pulse Width Modulation)
inverter is designed to minimize the system cost
and achieve true sine wave. Modern circuit
designing and programming techniques for inverter
minimize the losses and improve the inverter
efficiency up to 90 percent from 60 percent. ISIS
(Institute for Software Integrated Systems) or
Proteus used for circuit designing and CCS
(Command and Control System) compiler for C
programming. The schematic diagram is explained
here [2].

X. Single phase SPWM inverter
Pulse Width Modulation technique is used in
induction motors widely to finely control the speed
of the motors. A high frequency triangular carrier
wave | KHz to 15 KHz is modulated with a low
frequency reference sine wave to get therequired50
Hz true sine wave output. Point of intersection of
both waves decides to on or off pulses duty cycle.
Sine weighted switched pulses are produced that
are used for operating 2 MOSFET of N-type
IRFP150N. that are connected with transformer.
PIC 16F877A is used for generating a pure sine
wave of 50.34 Hz frequency in the output of
inverter from the 12V DC. LCD is integrated with
the PIC to show the voltages, system status,
protection alarms and temperature [2].
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In this simulation title of the paper is programmed
as shown in the figure 5.

LC filter is designed to mitigate the harmonics and
true sine wave of 50 Hz frequency is generated at
the output. Triangular and sine waves are
compared by the comparator and output waveform
generated with chopping pulses. Triangular carrier
wave is 1.2 KHz. This is Pulse Width Modulated
waveform with wvariable duty cycle that is
maximum at 90 degree and approximately zero at 0
and 180 degree. Sine table is calculated for 180
degree and pin 9 of PIC16F877A is used for output
PWM waveform for 10ms. Schematic diagram is
shown in the figure 5.

For generating negative half cycle of output
waveform this sine table is repeated for next 10ms.
At this stage first MOSFET remains off and second
MOSFET is on with defined duty cycles. When the
first MOSFET is on for 10ms with defined on and
off duty cycle second MOSFET remains off.
Power transformer of 3 primary input and 2
secondary is selected to step up the voltage to
220V AC.

Fig-5 Single phase true sine wave SPWM

inverter schematic

PWM and true sine wave is shown in figure 6.
Pure sine wave inverters produce very clean
waveform that is free from harmonics. Sensitive
electronic equipment can be safely run with this
high quality pure sine wave inverter like fax
machines, digital computer, electronic modules
and SMPS [2]. '




_Fig-6  Single phase SPWM inverter outut

XI. Simulation of 3-phase SPWM Inverter
Camputational analysis, circuit designing and
pmgrammmg abilities is the basic requirement for
simulating three phase SPWM inverter. Schematic
ISIS circuit diagram is shown in the fig-
7.Numerical techniques are used by comparing the
12 KHz triangular wave with 50 Hz modulating
signal. Each MOSFET is modulated with same
triangular carrier waveform but different firing
angle of 120 degree [2].

: mxo PR
5 ?W\fE

i ]
{mmlmm -%WWM

YOy

Fig;7 Schematic of 3 phase true sine wave
SPWM Inverter by PIC 18F6520 in ISIS

Modulating signal is divided into numerous steps
according to the 360 degree angle depends upon
the - carrier wave frequency. For verification
purposes to generate three phase waveform 50 Hz

sine wave is divided into 96 steps and calculated
sine table for each value. Sine table calculations
provide on-off duty cycle to switching MOSFETs.

Finally real time simulation of 3-phase inverter
with 120 phase shift is successfully run between

| three sine waveforms. It is cleared in the figure
e shown here with red, blue and yellow colors.

However, in this black & white printing only
different levels of grey can be seen,

It is recommended that specific values are used for
different inverter powers.

16 KHz PWM for IKW inverter

5 KHz PWM for 100KW inverter

1 KHz PWM for IMW inverter

Fig-8 Thre hase inverter output

XII. SPWM Inverter Advantages
Our grid system can import or export power in
three phase 11 KV line so 3-phase SPWM inverter
is designed. Pure sine wave output with 50 Hz
frequency, 120 phase shift is generated as a result
that is shown in simulation with different colors.

. Pure sine wave is free from severe harmonics,
* distortion, voltage fluctuation, voltage sag and over

voltages. It is the efficient method because it
requires very less components and reduces the
overall cost. Clean sine wave is generated after
using LC filters because high switching frequency
produces harmonics. MOSFETs can easily handle
high switching frequency.

DSP (Digital Signal Processing) based modules in
PIC 18F6520 are used for generating three PWM
signals that are different in angle. SPWM inverters
have 90 percent efficiency which is very high as
compared to old inverters that had 60 nercent
efficiency. This technique also increases the life of
batteries as no overloading current is drawn to the
circuit. This modern power inverter technique is
system efficient and perfect for feeding sensitive
loads [5].
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XIII.  Smart Grid Configuration
Smart grid is a digitally controlled real time
network to increase the reliability, sustainability
and efficiency of the distribution system. In Fig 9,
an example is given where 6 generating units feed
11KV smart grid and load flow analysis is
calculated in ETAP (Electrical Transient Analysis

Program). 14 speed breaker units generate 337
KWh units in a day and it is transferred to smart
grid. A smart grid can also integrate renewable
energy resources so electrical output can be
connected with the existing distribution network
supply of 440V or 11KV supply [11].

! 2 B 3 Atmnsa £ AR AReriier §
i o 11 ro i £
£ 1 _;,; i T v T .
S T [ o
Bz ) P 7 FEEE EW Vs st assuw
ALt d ;Wwf ol ?;:;::;( e AE b s iy Eims»u o S ;:;w.m s g%
Con- ol i s e LS Tnasuw KR LW
i:g:“ ésuu lvae ?*"-‘ Jenir ?rm foar 788 ke DA% bome
. ? n'mﬂ il [=E E:,k' Sbmused i Chargnes t Prrw— 25
P 1 W i) - s § Rt g«i
| ri g E
i | ]
i Fiak s
[ & Power Generating units :
£ of wonnat TIW wach tverter Aqthisn Tvases Sire i WAVRT
:
Moo e Car akternators 28 ¥ DO) Tavestes
(22T
DL Nt 2 imide '. 5 RW
AC Bus ¢ 3 L9938 Yovar »
kW [rErw  a®
T Fhiaar] 407 Lanr
2 TN b
Charging | réﬁoﬁ?i =
curvent i I L. Tmnatormerd
i . Hormomic miter -, K
N & single Tunwd ]' 400V/11KV
A AL Bus &
deiusty :
WTRY [ I
be ? i Cable?
it 1e
Cuen lﬁmz-ﬁfa I 1w fn
PWM gvaia L 1TNC2
achest & :5]
detnepd : N &
§ B AC Bus ?j \ﬁw\
T ew
O levar
Power bupplied togna %7 5.5 KV'A

Fig-9 Smart Grid connections of 6 Speed Breaker units in ETAP [1]

Single line fﬁiagram in ETAP assure the practical
implementation of the proposed load flow solution.
DC bus bar, AC bus bar, circuit breaker, transformer,
rectifiéer, inverter and all the appropriate equipment
are very important[ | ], [7].

XIV. Results and Conclusion
For power deficient countries like Pakistan integration
of renewable energy power sources with smart grid is

highly needed. Renewable energy is totally green and
no carbon-di-oxide is produced in this process. About
69120 cars and 90000 vehicles pass from Islamabad
toll plaza or Niazi Chowk, Lahore every day in 16h.
This equates 337 KWh to 400KWh that is wasting
daily. Early ideas of electricity generation from speed
breaker generate 25-250 W but this advanced model
generates maximum 2.692 KW and average 1.508KW
depending upon the net weight of the car.
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Single speed breaker unit generates 24 KWh units
daily for 16h.Similarly 14 units produce 337 KWh
daily, 10110 KWh in a month and 123 MWh in the
year. This is similar to 21 KW wind turbine on
the road providing constant output. Initial capital
cost, operational and maintenance cost of a year for 14
units is Rs-1,381,000. Tariff for commercial users is
Rs-20 so capital cost can be returned in only 7
months. After this period monthly saving is Rs-
202,200 that is the excellent result of this project.
Three dimensional modeling in AutoCAD helps to
understand the practical working of all the mechanical
parts. SPWM true sine wave three phase inverter is
designed in this project to increase the inverter
efficiency 60 to 90 percent to carry sensitive loads.
Generated electricity carries toll booth loads like
computers, fans, lights, traffic lights and signal lights.
This amount of energy can be used for carrying load
of 33 homes with 1KW average load for 24 hours of
the day. This energy can also light 240 LED lights of
50 Watt for 12 hours. These bulbs can be of road
lights or street lights. Road lights and street lights
prevent the people from accident and robbery [8] [10].

XV.  Future Work

A clock spring can also be used on the common hub to
store the input kinetic energy in the form of potential
energy. Constant speed of the AC generator can be
achieved by storing vast potential energy in the clock
spring. Ac output can be used for definite time
depending upon the designing of the new speed
breaker model. There will be no need to rectify the
AC if clock spring is used.

Capital cost is Rs-65/Watt that is 50 percent lesser
than solar system Rs-131/Watt so payback time is
very less. Unit has minimal set up and trialing cost.
Payback time is only 7 months estimated so AEDB
(Alternative energy Development Board of Pakistan)
should focus on this project. If AEDB installs 10,000
such speed breaker systems on all toll plazas and
different locations of Pakistan, 211 MW can be added
on the National grid of Pakistan. This report should be
submitted to the research and development department
to make a complete feasibility report to practically
implement it in our country roads. AEDB, NEPRA
and WAPDA should implement this project soon.
Multiple stand-alone smart micro grid systems can
help to share the load on national grid.

(1]

2]

3]
4

(3]

6]

(7]

(8]

9]

[10]

(1]
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Abstract

A solar-wind hybrid power generation system has been
presented here. The application based system illustrated in
this paper is designed on the basis of the solar and wind
data for Pakistan. The power generated by the system is
intended for domestic use. The most common source of
unconventional power in homes is battery based UPS
(Uninterrupted power supply) inverter. The UPS inverter
charges the battery with conventional grid power. This
system will charge the battery of UPS inverter by using only
wind and solar power, which will make the system cost
effective and more reliable. The reason for using both solar
and wind is that recent studies have proven that combined
system can be more productive and consistent and other
thing is that neither of them can be used for continuous
power generation. In the system illustrated in this paper the
solar-wind system provides power periodically which is
controlled by electronic methods and a microcontroller is
used to monitor the power from both the inputs. The
switching action is provided from the microcontroller to the
battery charging based on the power received from solar
photovoltaic panel and wind generators. In this paper, an
efficient system has been presented comprising of solar
panel, wind generator, charge controller and charge
storage unit (battery). Solar panel is selected as the main
input and the wind resource will be used only in the absence
of the solar photovoltaic (PV) output.

Keywords photovoltaic, hybrid, UPS, grid
1. INTRODUCTION

In the recent times the need for energy has increased
globally. The electrical energy has now become the base for
almost everything. This has made us to increase our energy
production which in turn has put extra pressure on our non-
renewable resources. The other way is to generate energy by
using renewable resources of energy. The renewable
resources like hydro power are being utilized to generate
power but these projects take years to complete and there
are lots of other factors involved which discourages these
projects. The more suitable form of renewable energy in the
modern era is the solar energy. The solar energy can be
utilized in many ways. The two of the most basic uses of
sun light to make electrical energy are:

v" Solar Photovoltaic.
v" Solar Thermal.

Solar photovoltaic is a system to convert light energy
(photons) into electrical energy. Solar thermal means to use
the heat energy of the sun to generate electrical energy
thermally. The solar water heaters and steam based solar
turbine are the systems where solar thermal technique is
used. The paper presented here is based on the solar
photovoltaic systems. The solar photovoltaic has given us
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the chance to become producer of easy and clean energy.
The solar systems can be installed on a small house or a big
industry. The solar panel uses the solar irradiance to
generate electrical energy. A solar panel uses energy of the
incident photons on its surface to generate electrical charge.
The solar panel consists of small silicon cells. The cell
output voltage for a single cell is of the order of 0.7V (under
open circuited conditions) which cannot be utilized for
power generation. These cells are placed in series-parallel
combinations to get usable voltage. The other renewable
energy resource is the wind energy. The wind energy is
utilized by converting the kinetic energy of wind in to
rotational motion by using a wind turbine. This rotational
motion is converted into usable electrical energy. For this
purpose a wind generator has been used which contains a
wind turbine and an alternator. The systems with only solar
or wind generation are productive but there are problems
linked with both of them. The solar power is not available
for 24 hours and wind is not continuous all the time. So a
hybrid system containing solar and wind has been designed
to overcome these shortcomings. A system has been
designed in this paper which utilises both solar and wind
power generation systems. Recent researches in the field of
renewable resources shows that the solar and wind hybrid
power generation system can work with increased outputs
and increased practicality [6]. The block diagram of this
system has been shown below

Solar panel —+
Charge - Charge
controller = storage

Wind turbine

1

Fig 1: Block diagram of the solar wind hybrid system
2. OBJECTIVES

The rising environmental pollution, limited fossil fuels and
natural gas reserves and the unfriendliness of their use for
electric power production is resulting in growing interests in
the utilization of renewable sources of producing electrical
energy. The emerging green technologies like photovoltaic
and wind turbine generator technologies is creating
opportunities for generating electric power in an harmless
manner throughout the world.

Estimates by the World Bank claim that as much as 40
percent of the world population still lives in villages and
rural areas are not tied to utility grids. A more feasible way
of providing electricity to such rural arias is by using the
new renewable technologies rather investing in transmission
infrastructure to connect them to the main utility power
grids. For the villages farther than 3 KM from the nearest




transmission line, it is wusually economically more
convenient to use a hybrid based stand alone system.

Solar radiation and wind speed are having complementary
profiles among the unpredictable and randomly behaving
renewable energy sources. Stand alone hybrid system
usually take advantages of this particular characteristics
combing photo voltaic panel and wind mills in conjunction
with a diesel power backup generator. However diesel
generator demands fuel supply then their use in isolated as
can be troublesome and, in comparison with renewable
energy source, uneconomical. In some application they can
be avoided by including in the system adequate energy
devices like battery bank. Since storage cost in all represent
the major economic restraint, usually PV and wind systems
are appropriately sized to minimize its requirements. So
wind power is lower in cost than PV power approximately
by a factor of five, so it often gets the main role in
generation.

3. Requirement of Alternates of Energy and its Scope in
Pakistan

Due to the advancement in electronics almost every
appliance that we use now is running on electrical energy.
According to the predictions of the IEA (International
Energy Agency) the natural sources (Water, Natural Gas) of
electrical energy that are used most commonly for electrical
energy production will be able to provide energy till 2030-
35. Reacting on these facts provided by IEA many countries
are taking steps to get maximum energy from other natural
sources for their future use. Realizing this problem Pakistan
is also taking steps to provide energy from other sources and
the main concentration is on Wind and Solar technologies.
Pakistan government has a goal of getting at least 7% of the
total energy from these two sources by year 2030.
Achieving 9700 MW from wind power is planned by year
2030. With this government will be able to provide 7874
far-flung distant of utility grids villages of Balochistan and
Sindh Provinces. Alternative Energy Development Board
(AEDB) is looking for the National and International
companies which are interested in producing energy from
the alternate sources. AEDB has started its first phase of
providing electricity to the 400 remote areas of Sindh and
Balochistan within few years.

4. Hybrid Power System

A hybrid power system is in which the load is provided by
two or more power sources. Renewable energy sources,
such as solar and wind are normally combined with each
other because they are the most powerful energy sources.
Hybrid systems can be designed to fulfil the requirements at
lowest acceptable cost, which is the key to getting market.

The energy consumption is gradually increasing and the
deregulation of electricity has caused that the amount of
production capacity of high power stations cannot fulfil the
demand. A method to fill out the space is to make
alternative energy sources e.g. wind turbine, solar panels,
micro turbines and photovoltaic system. Now a day the
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wind turbine and solar technology is one of the most

capable alternative energy technologies.

Table 1 Non Renewable and Renewable

Non-Renewable Renewable

. Natural gas . Hydro

] Ultra supercritical . Wind
Pulverized coal

. Integrated coal . Solar
Gasification

o Nuclear o Biomass

. Ultra clean coal . Geothermal
combined cycle / hot rocks

5. Advantages of Wind Energy

The most significant advantage of the wind energy is that it
is produced by the source which is most unlikely to vanish as
compared to other natural sources like coal, natural gas.

Wind energy is safe for the environment because it does not
produce chemicals like Carbon dioxide. So it does not
pollute air.

The most cost effective source of energy among the
renewable energy sources is the wind energy, which costs
only 4 to 6 American cents per KWH relating to the
environment and location of the installation.

The most suitable place for wind turbines is farms and
mostly farms are placed in countryside areas and this will
also help in providing electricity in rural areas.

Wind energy is “home-grown” and green (i.e environment
friendly)

6. Disadvantages

Wind power is an economical energy source but its initial
cost is much greater than the initial investment of other
energy sources like coal and natural gas.

Now a day’s most of home appliances are dependent on
electricity so they require electricity for 24 hours, but wind
energy source can not provide energy all the time because
wind does not blow all the time.

A wind power source does not produce chemicals as other
sources do but they produce noise pollution which is caused
by the movement of its rotor blades.

7. Advantages of Solar Energy

Solar cells convert the solar radiation directly into the
electricity using photovoltaic effect without going through a
thermal process.

Deserts and remote areas are ideal place for the solar power
generation because they provide maximum solar power and
the space for the solar panels. So this will help in providing
the electricity to the rural areas of Pakistan.

Solar cells are reliable, modular, durable and generally
maintenance free and therefore, suitable energy in isolated
and remote areas.



Solar cell are quite, compatible with almost all environment s
respond instantaneously to solar radiation and have an
expected lifetime of 20 or more years.

8. Disadvantages

Currently, solar energy is only viable for individual
household use rather than large-scale production.

In winter, there is a decrease in power generated due to the
decrease in sun and there is no generation at night.

Highway Emergency Telephones are being powered using
solar energy.

Keeping vaccine and medicine

refrigerators.

cold by powering

“Empower Consultants of New Zealand is a renewable
energy specialist is working on the project in the desserts of
Gawadar (Balochistan). The goal of the project is to provide
approximately 30 kWh and to facilitate the poor people of
that remote area.” “ The ‘prime mover’ for the project is
centered on a 6 kW solar PV array, with a 10 kW inverter,
large capacity (90 kWh) battery bank, 100 Amp 120 VDC
solar charge controller and 7 kW backup diesel generator
forming the backbone of the system”.

Solar energy does not have large scale implementation in
Pakistan. Different companies are making, watches,
calculators and cellular phones powered by photovoltaic
cells, battery chargers, garden lights and low power
photovoltaic lamps.

The Siemens Pakistan has installed microwave link repeater
stations on the Lahore-Islamabad Motorway, in the Salt
Range area and more than 350 emergency call boxes.

9. Current solar energy applications in Pakistan

Now in Pakistan different technologies are using Solar and
photovoltaic technologies on small scale.

9.1. Solar Water Pumping & Home Electrification in a
Balochistan, Pakistan

The main purpose of this project was to help women who are
working to get water from the well and also to provide the
villagers lights in the evening. This will also help villagers to
save money.

This project was a low cost because most of the components
installed do not require any maintenance. PV panels used
have an average life of 30 years. Hand pump is expected to
last about 4 years. The lights have also estimated life of
about 1 year. Both photovoltaic and solar thermal
technologies have great potential and application in Pakistan;
however, they are not being utilized on major scale
anywhere in Pakistan. On small scales the solar energy has
been utilizing for more than 25 years. The following is some
of the application areas of solar thermal and photovoltaic
technologies.

Most efficient way to utilize solar energy is using
photovoltaic cells it converts solar radiations into dc voltage.
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10. Current Wind energy applications in Pakistan:

AEDB installed a total of a 140 micro Wind Turbines (139
of 500 watt each and one of 10 KW) in remote village of
Sindh and Balochistan Provinces to supply power to
residents for household utilization. The mechanism was
designed such that one turbine was utilized to electrify 5
household. Most of the turbines installed by AEDB were
imported from China and a few were manufactured locally.
The details in this regard are as follows:

10.1 Imported

A total of 124 micro wind turbines of 500 watt capacity were
imported from China. The turbines were of (Model No. and
detail). These turbines have been installed as per detail given
below.

All these turbines have satisfactory results. The functionality
of these turbines has been very good. Though, overall system
installed in house experienced failure. Almost 60% of the
turbines got drained. This happened because the dwellers
utilized more power than permitted.

10.2 Locally manufactured

A total of 15 micro wind turbines 500 watt capacity were
developed through local market. The generators for these
turbines were imported from China. Resets of the unit were
manufactured within the factory. The developer was Shah
Kamal, Karachi. These turbines were installed in following
locations.

These turbines have not given successful results due to
malfunctioning blade design. Most of these have been
dismantled.

11. Pakistan Council for Renewable Energy Technologies

PCRET installed a total of 134 micro wind turbines in
remote villages of Sindh Province to supply power to
residents for household utilization. Most of the turbines
installed by PCRET were imported from China and a few
were imported from China and a few were manufactured
locally. The details in this regard are as follows.

11.1 Imported

In year 2002, 14 micro wind turbines (6 of 500 Watts each
and 8 of 300 watts each) were imported from China. out of
these , 8 were installed in coastal belt of Balochistan ( 3 at
Dhoajee, 2 at Phore and 3 at Mata Mandar Hinglaj, Lasbella)
and 6 wind turbines were installed in the coastal areas of
Sindh (one at super High way Karachi, 3 at Gujjo and 2 at
Kharo Chan).

In 2004, PCRET imported 116 micro wind turbines of 500
watts each and installed in remote coastal areas of Sindh and
Balochistan. Through this Project, 1,430 household have
been given electricity. All these turbines were also china
made, PCRET has Installed these turbines through its own
expertise.



11.2 Local

PCRET also has made efforts to initiate local manufacturing
0f 500 watts wind turbines under ToT from China and 5-10
Kw wind turbines under ToT from some European countries.
These turbines have passed all the laboratory tests and now
are going under field testing phase, the details of private
company who have been engaged by PCRET.

12. Current Wind energy applications in Pakistan

Windmills are also used to provide electricity for the street
lights. These types of street lights are used at Defense
Housing Authority (DHA)
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The graph below is showing the percentage use of the
electricity for the different sectors of Sindh. This graph
shows that maximum consumption is in domestic sector as
the electricity costs more when it is produced from the
conventional sources, so there should be some concern for
the production of electricity from the other natural resources.

Graph-2: Electricity consumption in province of Sindh
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13. Proposed Work:

The main objective of the project is that it should be able to
run 1 KW load at 50 Hz. We have divided this project into
different phases and each phase has a specific goal.

The top level diagram of a hybrid renewable energy source
is given below:

Block Diagram
Wind Inverter—s 1ransfo
Mill rmer
T
48V
Battery

Solar
Panel

14. Future Enhancements

14.1 Low Cost Wind Turbine Implementation

In future a low cost wind turbine can be constructed that can
be connected to our system with some enhancements.

14.2 Solar Panels with Tracking System

Developing a tracking system for the solar panels which will
ensure maximum energy transfer from sun.

14.3 Improving capacity of batteries at low cost

Another aspect that can be improved is the increase in
capacity of batteries.

14.4 Efficient and Low cost Solar Panels

Someone can work on the solar panels so that to make them
cost effective.
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Abstract

This research paper introduces the interleaving of two
switched-inductor hybrid units for increasing output DC
voltage of a DC converter. The benefits of the proposed
converter include high DC voltage gain and reduced ripple
current. The proposed converter operates in four modes,
working of all the four modes are discussed. A conventional
method of controlling the proposed converter is adopted.
Simulated steady state analysis including waveforms of
converter input current, inductor current and voltages,
power electronics switching device current and voltages,
output load current and voltages are presented. Results
show that the proposed converter demonstrates the
maximum efficiency of approximately 85% at a duty ratio of
04.

Index Terms

Energy Conversion, Fuel Cells, Energy System Modeling,
DC-DC Power Conversion, Interleaved Step-Up Dc
Converter, Switched-Inductor Step-Up Dc Converter.

1. INTRODUCTION

Wing to the overwhelming applications of fuel cells (FC),
electrical engineers and researchers have contributed
remarkable research in this area. The major research areas
include portable power, transportation, and connection of
FCs to distribution-grid (distributed generation). An
inherent characteristic of a typical FC is that it generates
low DC output load voltage [1], which is usually less than
the voltage required for DC-link voltages. Therefore, FCs
are used in various applications by means of a DC step-up
boost converter. One disadvantage of conventional DC
boost converter is that the filter-capacitor is normally large
to reduce the ripple current. Another problem is that the
output load voltage is sensitive to duty ratio D, especially
when this ratio ranges from 0.5 to 1 [2].

Isolated DC boost converters equipped with power
transformers are normally bulky in volume. The parasitic
inductance of the transformer cause efficiency degrading
factors such as unavoidable voltage burden, excessive
transient current, conduction losses during the turning on
and off the power electronics switching element, and
electromagnetic interference (EMI) [3]. Conventional DC
converters employing coupled-inductors or flyback
transformers, comfortably step up output voltage,
nevertheless the leakage inductance of the coupled inductor
causes high voltage stress and decreases the efficiency [4].
Techniques have been proposed to resolve the above
mentioned problems [5]-[11]. Interleaved DC boost
converters include features such as output load current
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ripple minimization, inductor size reduction, and uniform
heat dissipation [5]-[8].

The switched-inductor hybrid circuit technique as presented
by Axelrod et al. [10], provides an excellent high DC
voltage gain. In addition, this technique reduces current
stresses in the power electronic switching devices that lead
to low conduction losses [10]-[11], however, the issue of
ripple current may rise as D decreases.

This research paper proposes a circuit topology that
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interleaves two switched-inductor hybrid units. The merit
of using the switched-inductor hybrid unit is that it
provides a DC voltage gain to the load. Whereas, the
merit of interleaving includes ripple current reduction,
whereas another merit is that additional switched-inductor
hybrid units can be interleaved, and the circuit may be
expanded. It is understood that by interleaving additional
switched-inductor hybrid units, the ripple current may
further decrease. Such a technique may aid in reducing
the filter capacitor size. The scope of this research paper
is to demonstrate the interleaving of only two switched-
inductor hybrid units.

2. INTERLEAVED SWITCHED-INDUCTOR
HYBRID DC BOOST CONVERTER

Fig. 1 displays the proposed interleaved switched-
inductor hybrid DC boost converter circuit. A fuel cell is
connected to two switched-inductor hybrid units, where
switched-inductor hybrid unit number 1 consists of
inductors L; and L, and fast-switching diodes Dy, D,, and
D;. Similarly, switched-inductor hybrid unit number 2
consists of inductors L; and L, and the fast-switching
diodes are D,, D5, and D¢. Switched-inductor hybrid unit
number 1 and 2 are interleaved by the help of MOSFET’s
-1 and -2, respectively. Diodes D; and Dg, and Dy, are
used as reverse current blocking diodes. Whereas C; is a
filter capacitor and Ry is the load resistance. It is assumed
the inductors L, L,, L3, and L4, have identical symmetry
and value.

2.1 Generation of Control Sequence

Fig. 2(a) displays the control scheme where a function
generator generates a triangular voltage waveform, vr.
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This triangular voltage is fed to the inverting terminal of
operational amplifier (op-amp) 1 and to the non-inverting
terminal of op-amp 2. Both op-amps are being used as
comparators. The non-inverting terminal of op-amp 1 is
provided with the reference voltage vggr. The inverting
terminal of op-amp 2 is provided with a modified
reference voltage vggr , given as

v, =V

REF cc ~ Vrer 6]

Where V¢ is the peak voltage of triangular voltage
waveform as shown in Fig. 2(b). The outputs of op-amps -
1 and -2 are connected to separate commercial MOSFET
drivers such as model IR2110 manufactured by
International Rectifier™. The output voltage signals of
individual drivers, i.e., vg; and vg,, drive the gate-
terminals of MOSFET-1 and -2, respectively.

2.2 Working of a Switched-Inductor Hybrid Unit
Depicted in Fig. 1, the working of a switch-inductor
hybrid unit will be presented. For example, as MOSFET-1
is switched ON inductor L, is energized through D;, and
L, is energized though D,. The voltage polarity appearing
across inductors L; and L, are the same as of the fuel cell
voltage, Vpc, under such condition the inductors appear in
parallel configuration. If 7;; is the current in L, and ij, is
the current in L,, since the inductors are in symmetry,
then

—; —_DC

0=l = (t2 _tl) @
1

where t; and t, represent the starting and ending time of

mode-1, respectively.

i
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Fig. 3 Simulated response of the proposed switched—inductor hybrid DC converter (a) for D= 0.3 (b) for D= 0.5 (c) for D= 0.7

However, when MOSFET-1 is switched OFF, the voltage
polarity of inductors L, and L, reverses in direction. The
reverse polarity across inductors L; and L, reverse bias
diodes D, and Dj, respectively. With D, and D; reversed
biased, the current flowing in L, flows through and D; and
then through L,. Therefore, inductors L, and L, become a
series circuit. Assuming a zero voltage drop across a
conducting diode, the voltage appearing across the load, vy,
is expressed as,
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v, =V tv, +v, 3)
2.3 Working of the proposed circuit
With reference to Fig. 1, the steady state analysis of the proposed
interleaved switched-inductor hybrid DC converter is described in
the following four modes. It should be noted that both MOSFETs
have same turn-on and turn-off times.

Mode-1: Fig. 3(a) demonstrates the instant when MOSFET-1 is
turned ON and MOSFET-2 is OFF. Inductors L; and L,, of



switched-inductor hybrid unit 1, appear in parallel configuration
and are charged with a constant voltage. For the switched-inductor
hybrid unit 2, since MOSFET-2 is turned, the inductors L; and L,
appear in series configuration. The voltage stress observed at
source-terminals of MOSFET-2 is essentially equal to the output
load voltage.

Mode-2: Fig. 3(b) demonstrates the instant when both MOSFET-1
and -2 are turned off. The inductors of switched-inductor hybrid
unit 1 are now in series configuration. Similarly, the inductors of
switched-inductor hybrid unit 2 are now also in series
configuration In this mode inductors of both switched-inductor
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Fig. 4 Simulated performance of various parameters of the proposed switch-inductor hybrid DC converter circuit as D ranges from 0 to 1 (a) shows the
average input current (b) shows the power dissipation in MOSFETs -1 and -2 (c) shows the average output load voltage (d) shows the efficiency

hybrid units are essentially discharging via the load. The voltage
stress observed at source-terminals of both MOSFETs is
essentially equal to the output load voltage.

Mode-3: Fig. 3(c) demonstrates the instant when MOSFET-1 is
turned off and MOSFET-2 is on. For the switched-inductor
hybrid unit 1, the inductors L; and L, appear in series
configuration. The voltage stress observed at source-terminal of
MOSFET-1 is essentially equal to the output load voltage.
Inductors L; and L, of switched-inductor hybrid unit 2, appear
in parallel configuration and are charged with a constant voltage,
i.e., VDCA

Mode-4: Fig. 3(d) demonstrates the instant when MOSFETs-1
and -2 are both turned on. In this mode, all inductors of
switched-inductor hybrid unit 1 and 2 appear in parallel
configuration, and are in charging state. During this mode-4,
since the diodes D5, Dg, and Dy, are reversed biased, therefore,
the capacitor C, discharges through the load resistor.

Table 2. Proposed Interleaved Switched-Inductor Hybrid Dc Boost
Converter Maximum And Minimum Voltage And Current Values For
Variuosd Kept Equal To 0.3, 0.5, And 0.7
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3. SIMULATED RESULTS

The proposed interleaved switched-inductor hybrid DC
converter circuit is simulated using Proteus Virtual System
Modeling (VSM)TM software from Labcenter Electronics™.
Proteus VSMTM had been selected as it routines mixed mode
SPICEI circuit simulations. SPICE abbreviates for Simulation
Program with Integrated Circuit Emphasis.

With reference to Fig. 1, the circuit parameters are set as
follows; input voltage Vpc=15V, inductors L;, L,, L3, and L, =
500uH each, capacitor C; = 10uF (polarized capacitor), diodes
D, to Dy are fast switching diodes (e.g., model number SUF15J),
both MOSFETs -1 and -2 were IRFP460, whereas R;=15Q.
These circuit parameter were so selected that the converter
operates in continuous conduction mode (CCM).

The control signals for driving the MOSFETs-1 and -2 as shown
in Fig. 2, were generated by setting the frequency of the
triangular voltage waveform to 10kHz, and a peak voltage, Vcc,
= 10V. As indicated in the figure, the duty cycle is variable from
0 to 1. The reference voltage, vggg, was variable from 0 to 10 V.

1) Results for D = 0.3 (D < 0.5): Fig. 4(a) displays the voltage
and current waveforms of the proposed interleaved switched-
inductor hybrid DC boost converter for D = 0.3. Only mode-1, -
2, and -3, are present whereas mode-4 is absent. For an input
voltage of 15V, the minimum and maximum voltage and current
values of various circuit components are summarized in Table L.
Such a summary may also be useful in determining thermal



properties of electronic components in the circuit. The observed
average DC output voltage is approximately equal to 24 V.

2) Results for D = 0.5: Fig. 4(b) displays the voltage and current
waveforms of the proposed interleaved switched-inductor hybrid
DC boost converter for D = 0.5. Only mode-1 and -3, are present
whereas mode-2, and -4 are absent. For an input voltage of 15V,
the minimum and maximum voltage and current values of
various circuit components are summarized in Table I. The
observed average DC output voltage is approximately equal to
38V.

3) Results for D = 0.7 (D > 0.5): The simulated voltage and
current waveforms of the interleaved switched-inductor hybrid
DC boost converter for D = 0.7, are presented in Fig. 4(c). Only
mode-1, -3, and -4 are present whereas mode-2 is absent. For an
input voltage of 15V, the minimum and maximum voltage and
current values of various circuit components are summarized in
Table 1. The observed average DC output voltage is
approximately equal to 60V, whereas the peak-to-peak output
ripple voltage is observed to be 8V.

4. DISCUSSION

A careful examination of Fig. 4 indicates that for a given value
of D, the proposed interleaved switched-inductor hybrid DC
boost converter operates only in three modes of operation. When
D is kept less than 0.5, e.g., as in Fig. 4(a) (mode-1, -2, and -3
are present whereas mode-4 is absent), in this condition (D <
0.5), the capacitor C1 charges in mode -1 and -3 while it
discharges in mode -2. However, the condition D = 0.5 is an
exception where the proposed converter operates only in mode-1
and -3. When D = 0.5, as in Fig. 4(b), the capacitor C; charges
and discharges in the same mode. Whereas, for D > 0.5, e.g., in
Fig. 4(c), only mode-1, -3, and -4 are observed. In this condition
(D > 0.5), the capacitor C1 charges in mode -1 and -3 while it
discharges in mode -4.

Observations of average input current, power-dissipation in
MOSFET-1 (also applicable to MOSFET-2), output load
voltage, and efficiency of the proposed converter, as a function
of D are presented in Fig. 5. Fig. 5(a) displays that the input
current increases exponentially as D increases. For a value of D
beyond 0.7 the input current becomes excessive large. This can
be explained as follows. The input current is consumed only at
the time when MOSFETs-1 or -2 are switched on (at their
respective time), for values of D less than 0.5, since this the
switching time of MOSFETSs is small as compared to turn-off
time therefore the input current is consumed less. However, as D
increase beyond 0.5, the MOSFET turn-on time exceeds the turn
off time and thereby, causing more current to be consumed from
the source. Fig. 5(b) indicates the consequences of increasing
the input current is faced by the MOSFETS in the form of large
dissipation loss and large stress voltage (also Table I). Fig. 5(c)
suggests that the load voltage of proposed interleaved switched-
inductor hybrid DC boost converter may be considered linear for
D ranging from O to 0.6. An interesting observation is regarding
the efficiency of the proposed converter as shown in Fig. 5(d).
The simulated results indicate that the proposed converter shows
highest efficiency of 85 % for D = 0.4.

5. CONCLUSION

The main contribution of this research is to put forward a model
of the interleaved switched-inductor hybrid DC converter.
Results have shown that the proposed interleaved switched-
inductor hybrid DC converter shows stability for duty ratio
ranging from 0.1 to 0.7 . The proposed converter can operate in
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four-modes with the help of interleaved switching technique.
The main advantage of the proposed converter is the lower
stored energy in the magnetic elements, which leads to less
weight, size and cost reduction for the inductors. As more
switched-inductor hybrid units are interleaved the filter capacitor
size can be reduced. Simulated results of the proposed converter
substantiate the performance of the design system.
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Abstract

The cellular industry was brought into being about 25 years
from today, presently, producing $400 billion in annual
revenues, intensifying its growth to the hig hest scale, with
superlatively 4.1 billion subscribers from all around the
world. Moving back to the 1980's, heavily built cellular
handsets that were large and awkward to carry or move,
were soon replaced by advancements in VLSI technology
which empowered size reduction by using microprocessors
chips.

One of the techniques for decreasing the handset size is the
usage of compact antennas. A MPA (Microstrip Patch
Antenna) made up of a plane called “ground plane” at one
side of a patch. The other side of the patch contains
dielectric substrate. This type of antenna mostly used in
applications like mobile phones, satellite communications
and etc. because of its beneficial factors, such as less weight
/ volume, less construction costs, capability to assimilate
with MICs (microwave integrated circuits) and less profile
planar configuration. This research study is based on a
compact microstrip patch antenna which is radiated at 1.9
GHz for use in cellular phones and established results
present a practical antenna model for incorporation in
mobile phone.

I. INTRODUCTION

In its original structure, a MPA is basically made up of
dielectric substrate which have the plane called “ground
plane” at one side and radiating patch on the other side as
presented in Figure 1. Radiating patch is usually made up of
gold or copper which is conducting in nature, is capable to
pick any desired shape. The feed lines are engraved by using
a photomechanical process on the dielectric substrate. To
reduce the complexity of exploration and performance
prediction, the patch is kept circular, square, rectangle,
triangular, and ovate or more collective shapes as presented
in Figure 2. The rectangular shape patch length “L” is taken

in the range of 0.333 4 5 < L < 0.5004 5, where, the 4 is
“free space wavelength”. The patch on MPA is chosen to be
narrow such that t+ << A, where, “t” represents the
thickness of patch. Height of dielectric substrate “A” is
taken in the range of 0.0030 A, < & < 0.0504,. The &,
called “constant of the dielectric substrate” (£,.) is taken to
be in the range of 2.20 < £,<12.0 [1].

MPA radiates predominantly due to the marginal area

between edge of the patch and ground plane. A dielectric
substrate with a greater bandwidth and low dielectric
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incessant is advantageous for advanced efficiency but this
requires larger antenna size, thus higher dielectric constant
for designing the compact antenna must be used [1].

Patch

Dielectric Substrate

*_“—“‘———.

Ground Plane

MPA (Microstrip Patch Antenna)
structure [1].

Figure 1

Square Rectangular Dipole Circular
Tnangular Circular Ring Elliptical

Figure 2 Microstrip patch element shapes [1].

II. DESIGN SPECIFICATIONS

The most basic elements for design of above
rectangular MPA are as follow:

said

Operational Frequency (f,): It is designed to be
functioning in the range of frequency of PCS (1850-1990
MHz) and the resonant frequency of 1.90 GHz [2].

Dielectric constant of substrate (£,.): Silicon is dielectric
material and is used in this antenna model. £, of 11.90 is

selected for this model. The higher £, is selected because of
reduction in size [1].

Dielectric substrate height (h): The dielectric substrate
height chosen in this design is 1.50 mm [1].

III. DESIGN PROCEDURE

The model used for this antenna design is transmission line
[3-10].
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Figure 3 Top view of MPA.
Width Computation (W): The relation given below is used
to calculate width of MPA.

c
W =
|E;-+1

Ef:,_‘\l

Putting the values of constant in the above equation ¢ =
3x10® m/s, £, = 11.90 and f, = 1.90x10° Hz.

W=31.10x10" m or 31.10 mm.

Effective dielectric constant computation (£,., J1r): The

relation given below is used to calculate the effective
dielectric constant as:

e+ 1 & -1 [ , h
=2 tz MRy
By putting, £, =11.90, W = 31.10x10” m or 31.10 mm and
h=1.50x10"m = 1.50 mm we get:

—1/2

e (20

Ereff

£rer s = 10.78710.

Effective length computation (L.sr): L_gr of the

proposed antenna is computed by using the relation given
below:

c
2f; +f Breff

Putting £, - = 10.78710, c= 3x10° m/s and f, = 1.90x10’
Hz, we get:

Lerr =

L.;r=24x10" m =24 mm.

Computation of length extension (AL): Equation used to
calculate the extension length is given below:

W
(erer + 03) G + 0.264)
AL = 0412k

W
(erejr — 0.258) (- +0.8)

Substituting €, ¢ ¢ = 10.78710, W= 31.10x10” m or 31.10
mm and A = 1.50x10” m or 1.50 mm we get:
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AL = 6.34550x10™* m or 6.34550 mm.

Actual length of patch computation (L): The L is obtained
by following relation given below:

L =Lt —24L .. (3)

By putting L - = 24x10”m or 24.0 mm and AL =
6.34550x10* m or 6.34550 mm we get:

L=22.80x10"m =22.80 mm.

Ground plane dimensions computation ( L, and Wg):

The TL model is only relevant to infinite ground planes, but
in case of practical deliberation, there must be a finite
ground plane. It has been proved that, if the ground plane
size is larger than six times the patch dimensions, the results
are similar for both finite and infinite ground planes.
Ground plane size / dimension for this antenna design
would be as:

Ly=6R+1L . (6)
=6(1.5) +22.8 = 31.8mm
W, =6h4+W oo 7

=6(1.5) +31.1 =40.1mm

Feed point location determination (X; ,Y): In this
antenna design / model coaxial probe feed type is used. As
presenting in Figure 3, the center of the patch is regarded as

derivation and feed spot is specified by coordinates (3¥;,Y’)
from the derivation. The feed point on the patch must be at
that spot, where impedance (input impedance) is 50 Q at
resonant frequency. Therefore, a method called trial and
error method is used to determine feed point and feed point
is chosen where the R.L (return loss) is proved to be
negative. A point is found there beside the patch, where R.L

is at the lowest degree. Therefore, ¥z will be zero in this

design, and Xg will be assorted to search the optimum feed
point.

IV. SIMULATION SETUP AND RESULT

The software which is put to use to conjure up the
microstrip patch antenna is FEKO software. It is complete
wave electromagnetic simulator which analyzes different
shapes of multilayer structure. It is used to plot and calculate
current distributions, S;; parameters, VSWR and radiation
patterns also. Putting it to simplicity, width and length of the
ground and patch rounded off to the following values as: L
=22x107° m, W = 31x10° m, L z = 31x10° m and Wg =
40x10” m.

A. Calculation of Antenna bandwidth and Return Loss:

For feeding, “co-axial probe type feed” is used. It is
designed to a radius of 0.50x10” m. 1.70x10° to 2.1x10° Hz
frequency range is selected. Approximately 401 points are
selected to determine the accurate / precise results.



No. Feed Location | Cepter Frequency | Return Loss (RL) Bandwidth
(X;.Ty) (RL > -9.5dB)
(mm) (GHz) (dB) (M)

1 (L0) 1.9153 -1.1384 -

2 2.0) 1.9147 -4.5967

3 (3.0) 1.9127 -10.9602 9.97

4 (3.25.0) 1.9133 -13.3696 15.32

5 (3.5.0) 1.9127 -16.6242 18.84

6 (3.75,0) 1.9127 -21.2769 2143

7 4.0) 1.9120 -31.3585 23.28

8 (4.25.0) 1.9127 -28.5068 24.40

9 (4.5.0) 1.9127 -21.2952 25.16
10 4.75.0) 1.9120 -17.6845 2523
11 (5.0) 1.9120 -15.0623 2430
12 (6,0) 1.9087 -10.2221 13.57
13 (7.0) 1.9087 -7.7754

14 (8.0) 1.9087 -6.3367

15 9.0) 1.9073 -5.5806

16 (10.0) 1.9073 -5.0228

Table 1 Center frequency, bandwidth and return loss
calculation for different feed location.

Bandwidth will be accessed from RL plot, whereas, center
frequency is chosen where the RL is least. The bandwidth is
from the category of frequencies above which the Return
loss is superior to -9.50 dB (where -9.50 dB corresponds to
a VSWR of 2). The optimum feed point according to the

table 1 is found at (¥;,¥;) = (4, 0) where RL -31.3585 dB is
achieved. The antenna bandwidth at this feed point is
calculated (shown in Figure 4) to be around 23.28 MHz and
the center frequency 1.9120 GHz is achieved. This
frequency is near to the required design frequency (1.9
GHz). It is also noted that the maximum bandwidth is

obtained at (Xg,¥5) = (4.75, 0).

Return Loss vs Frequency for different feed locations

—=—  Feed at(4,0) dB[S(1,1)]
—e—  Feedat(3.0) dBIS(1.1)]
Feed at (6,0) dB[S(1,1)]

—s—  Feed at (2.0) dB[S(1,1)]
—— Feedat (50) dB[S(1.1)]

o
o

-35

18 1.65 19 18
Frequency (GHz)

Figure 4 Return losses at different feed locations.
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B. Plots of Radiation Pattern:

Elevation pattern for ® = 90, ® = 0 is important because
MPA radiates to its patch. Figure 5 below presents antenna
gain at 1.912x10° Hz for ® = 90, ® = 0 degrees. The
antenna’s greatest gain is obtained in broadside direction
and this gain is measured to be 1.87 dB both for ® = 90 and
® = 0 degrees. The back lobe radiation is measured to be -
5.30 dB for above plot which is very small. It also reduce
amount of electromagnetic radiations moving towards user’s
head and this is an additional benefit of using this antenna in
cellular phone. The three-Dimensional plots for this
proposed antenna are displayed in Figure 6 at different
angles.

C. Other Calculated Parameters:

Some other calculated parameters, thus named, 3-dB beam
width for the antenna at 1.9120 GHz, gain, antenna
efficiency, and directivity are (106.85, 110.24), 1.8717 dB,
42.77%, and 5.56 dB respectively.

—&— =1.912(GHz), E-total, phi=0 (deg)
—=— {=1.912(GHz), E-total, phi=00 (deg)

180-9)
C 0—0.2‘

ook

Elevation Pattern Gain Display
(dBi)

Figure 5 Elevation Pattern of proposed antenna for ® = 90,
@ =0 degree’s.

()

Figure 6  (a) 3-diemensional radiation pattern in XZ plane along Y-axis.

(b) 3-diemensional radiation pattern in XY plane along Z axis.



V. CONCLUSION

The ground plane measurements for patch antenna is
devised to be 31 mm by 40 mm, while the patch
measurements stand at 22 mm by 31 mm, precisely, the
antenna is shrink well in accordance with the adjustment
space in a typical cellular phone, measuring about 14.5 cm
by 4.5 cm.

For compulsory antenna orientation, radiation pattern plots
are obtained. The decreased back lobe radiation saw its
remarkable invention, which helps in diminishing
electromagnetic energy amount radiated towards the head of
the phone holder. An adequate bandwidth of 23.28 MHz is
obtained in this proposed antenna design, which is also
beneficial for cellular gadgets in the PCS variety since 30
KHz channels are used by GSM and TDMA systems.

Aims have been set to encompass this concept in future to a
multiband design. Engineers have foreseen the advanced
future of cellular phones, and one of the features would
include a single handset to provide a large number of
applications. Indoors, the cell phone / handset would
function in identical frequency range of a cordless phone,
and attached to local telephone exchange. When outdoor,
handset would connect to mobile networks, and from a
distance, or far from home; the handset would connect via
satellite to arrange signals to the user.
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Quotations

Everything that irritates us about others can lead us to
an understanding of ourselves.
Carl Jung

The mind is its own place, and is itself, can make a
Heaven of Hell, a Hell of Heaven
John Milton

The object of all psychology is to give us a totally
different idea of the things we know best.
Paul Valey

Judgment is more than skill. It sets forth on intellectual
seas beyond the shores of hard indisputable factual
information.

Kingman Brester

I have always thought the actions of men the best
interpreters of their thoughts to old age.
Friedrisch Wilhelm Nietzche

Iron rusts from disuse, stagnant water loses its purity,
and in cold weather becomes frozen; ever so does
inaction sap the vigors of the mind.

Leonardo da Vinci

Everyman who expresses a honest thought is a soldier
in the army of intellectual liberty.
Robert G. Ingersoll

Learning without thought is labor lost; thought without
learning is perilous.
Walter Lippmann

One must learn to think well before learning to think
afterwards it proves too difficult.
Anatole France

When he who hears does not know what he who speaks
means, and when he who speaks does not know what he
himself means — that is philosophy.

Voltaire

The first test of a truly great man is his humility.
John Ruskin

Prejudice is the child of ignorance.
William Hazlitt

The nobler a man, the harder it is for him to suspect
inferiority in others.
Cicero
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Abstract

Medical images have been widely in use for the diagnosis of
different diseases. To deal with the huge storage
requirements _for these images, medical images compression
has been one of the promising areas of research in last
decade. This paper aims to analyze the performance of 3-D
discrete wavelet transform (DWT), 3-D discrete cosine
transform (DCT), 3-D discrete Hartley transform (DHT)
and 3-D discrete Fourier transform (DFT) for the
compression of medical images. Various MRI images and x-
ray angiograms have been used for the implementation of
these transforms. Medical images are divided into 8 X 8 X
M block sizes, where M is the number of slices. 3-D
transformed output coefficients are then quantized and
encoded.  Proposed research work evaluates the
performance of these transforms on parameters like peak
signal to noise ratio (PSNR), structural similarity ‘index

matrices(SSIM), bit error rate (BER) and Compression ratio

(CR). Experimentation results have shown that for MR/
images Daubechies wavelets gave highest performancethan
biorthogonal and Symlet wavelets; for Angiograms
biorthogonalwavelets is found to be the most suitable.
Experimentation results also indicates that 3-D DHTyields
best PSNR values for MRI images and 3-D DCT is most
suitable transform for the compression of angiographic
images.

Key Words—Medical Image Compression, Discrete Cosine
transform, Discret Fourier itransform, Discrete Hartley
transform, Discrete Wavelet transform.

I. INTRODUCTION

With the ever growing need of bandwidth and its
scarcity, there is always a need to store and transmit
information in a manner which requires minimum storage
space and fast transmission rate. These days,medical
images are one of the important sources of
informationused to diagnose patient ailment. For the
patients residing at far locations these images are
transferred to doctors through internet to diagnose and
treat patient. Medical image compression has gained
much attention as it allows fast transmission of medical
images and requires low storage space while maintaining
relevant diagnostic information.Different compression
techniques are used for this purpose. These compression
techniques can be categorized into two types .Lossy
compression and lossless compression.  Lossless
compression techniques arc usually used for compression
of medical images. As the name indicates no information
is lost in case of lossless compression. For medical
imageslossy compression is tolerable if it does not affect
the diagnostic results [1].

3-D medical image compression is very important
because most of the diagnosis carried out uses MRI, CT,
PET, angiogram and other modalities. These modalities
generate multiple slices of a single organ under
examination [2]. Progressive variation of object in
multiple 2-D slices placed one after another is visualized
as 3-D imaging or it is the time sequence of slice images
of dynamic object [3].

General  block  diagrams of  compression and
decompression are shown in fig. 1 and fig. 2 respectively.

Compressed

Image o Transformation {~ Quantization H Encoding [~ i

Fig. 1. Compression of an [mage [4]

[nverse
Transformation,

Compressed
Image

= Decoding = Dequantization H Image

Fig. 2. Decompression of an Image[4]

To achieve compression input image data is first de-
correlated by applying transformation. This transformed
data is cuantized and encoding is performed. Various
linear transformation techniques have been developed,
cach transform has its benefits and draw backs. Human
eyes are less sensitive to the higher frequencies hence
higher components can be neglected without any apparent
loss [5].Medical image compression is more critical than
compression for any other image. To aveid any unwanted
situation  special attention must be provided in this
regard. Suitable choice of transform is very mandatory to
achieve the desired goals i.e. High compression ratio and
bettzr PSNR maintaining correct diagnostic information.

For image compression in JPEG, DCT is used.
Recently for image compression wavelet based
transforms are used because even at higher compression
rates the image quality is excellent [6]. Fortunately many
wavelet filters exists each having different characteristics,
for good coding performance selection of correct wavelet
filter is very important [7].

This research work targets the implementation of 3-D
DCT, 3-D DHT, 3-D DFT, 3-D Daubechies wavelet
transform, 3-D Symlet transform and 3-D biorthogonal
transform in order to find the most suitable transform and
investigate the behavior of different wavelet filters for
compression of different medical images. Transforms are
applied on different medical images like MRI of
abdomen, kidney, cardiac, brain, angiograms of liver and
chest for compression purpose.Their performances are



~ compared on the basis of performance parameters like
PSNR, SSIM. Bit rate and compression ratio[8].

IL. PROPOSED METHODOLOGY

The block diagram of the implemented
compression method is given in fig.3
3.0 Trowmoe Compressed
Image
| 1
Run length
Image block coding +
(8 X8XM) Huffman
Coding
| i
3-D Coefficients
Transformation Scanning
I i
Thresholding(
for DWT o
EoneToria Quantization
coefficients)

Fig. 3. Block diagram of proposed compression model

In the first step the 3-D medical image is split
into 3-D data block of 8X8XM sizes. Number of slices
considered are M=2, 4, 8 and 16. 3-D transformation is
applied to block data to remove inter slice redundancy.
Each 3-D transform is explained in the subsequent
sections.

A. 3-D DHT:

For Hartley transform,3-D DHT and 3-D inverse
DHT are defined as given in equation (1) and (2)
respectively [9].

P(a,B,y) =

N1 121}? L N3 1p(X Y, Z)C S(erXa

ZNYB 2nZy
s +—N3 Yo i)

P Y 2) =

ZﬂXa

N1-1vN2—
N1N?.N32‘ Zﬁ

2nYp 2nZy.
N2 N3 TR

YEVEP (@, Biy)cas(;

Where p(X, Y, Z) = original input voxel value.

cas(x) = cos(x) + sin(x),

P(a, B, y)isthe transformed voxel value.

In 3-D DHT the frequency harmonics increases
towards centre within a slice and towards middle slice
among different slices.

B. 3-D DCT and 3-D DFT: L

. Similarly 3-D DCT and 3-D DFT are implemented. In
case of 3-D DCT only real part of 3-D DFT is considered
that is cosine part only,imaginary part of discrete Fourier
transform can be cancelled by replicating the real
part. Whereas frequency harmonics in case of 3-D DCT
and 3-D DFT increases from left to right and top to
bottom within a slice and increases from first slice to last
slice among different slices [4].

C. 3-D DWT:

Wavelet transform decomposes the signal into many
smooth and detailed signals at multiple resolution level
[10]. 1t can be implemented by using 2 channel filter bank
[11]. In filter bank analysis filters and synthesis filters are
connected by sampling operators. Wavelet transform is
achieved by repetitively applying filter bank.

3-D wavelet transformation creates a number of
blocks from the image set which have different level of
energy. Among them, one block contains most of the
energy and rests have other frequency band energy. One
level implementation of 3-D wavelet transform is given in
fig.4[12].

Daubechies (DB4), bi-orthogonal and Symletwavelet
filtersare applied on the image data set[13]. For better
coding performance filter order is very important, Filter
coefficients are determined empirically. Three level of
wavelet decomposition is employed.

In the first step by using low pass and high pass filters
rows of an N X N are filtered. Convolution of filtered
image with filters is applied in the second step results in
four decomposed sub-volumes and produced sub image
of size (N/2) X (N/2). Along the z-direction these four
sub bands are filtered and generate eight sub volumes.

Wavelet transformed data consists of one low
resolution component and many high frequency
components. High frequency components contain less
amount of energy as these components have less
amplitude. So these components can be eliminated. A
threshold value is chosen and amplitude vaiue less then
the threshold value is set to zero.
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Fig. 4. One level implementation of 3-D wavelet transform[12]

x-direction

Most of the energy lies in few transformed
cocfficients and remaining coeflicients can be coarsely
quantized or even set to zero. Quantization is a non linear
process as it is many to few mapping hence it is lossy
process. [First 2-D quantization matrix is obtained
empirically corresponding to first slice of the medical
images using different test images so that the PSNR is
more than 40 dB with minimum bit rate value. 3-D
quantization matrix is obtained by using 2-D matrix as a
basis and performing tests on various images keeping the
same criteria of PSNR and bit rate value.

In case of 3-D DCT and 3-DFT Zigzag
scanning is performed on individual slices sequentially
shown in table.l. Whereas in case of 3-D DHT,2-D
scanning used for the transformed coefficients is shown
below in table II. On 3-D DWT quantized coefficients for
all low pass subbands zigzag scanning is performed, for
vertical subbands column scanning, for horizontal
subbands row scanning and for diagonal subbands zigzag
scanning is performed, it is shown in table [II. Scanning
order is indicated by the number the location.

TABLE [.2-D Scanning of DFT and DCT coefficients

1 2 6 7 15 16 28 29
3 5 8 14 17 27 30 43
4 9 13 18 26 < 42 44

10 12 19 25 32 41 45 54

11 20 24 33 40 46 53 55

21 23 34 39 47 52 56 6l

22 35 38 48 51 57 60 62

36 37 49 50 58 59 63 64

TABLE IL2-D Scanning of DHT coefficients

1 5 13 25 40 24 12 4

6 14 26 41 52 39 23 11

15 27 42 53 60 51 38 22

28 43 54 6l 64 59 50 37

29 44 55 62 63 58 49 36

16 30 45 56 57 48 35 21

7 17 31 46 47 34 20 10

2 8 18 32 33 19 9 3

32

TABLE II1. 2-D Scanning of DWT coefficients
1 2 < 8 17 24 2N 32
a 4 6 7 18 23 26 31
9 10 13 14 19 22 27 30
12 1l 15 16 20 21 28 29
33 34 85 36 49 50 54 53
40 35 38 7 ®51 53 56 61
41 42 43 44 53 5l 60 62
48 47 46 45 58 59 63 64

Run length coding is applied to the quantized
data. RLC reduces the spatial redundancies and achieves
compression. In RLC, row by row scanning of image
takes place and values of the pixel are replaced by (run
lengths, pixel values).After applying RLC, Huffman
coding is applied to achieve further compression. In this
coding scheme shorter bits are assigned to more probable
pixel values and longer bits to less probable pixel values
[14].

For decompression purpose decoding process was
done by first loading the compressed image and then

~ broken in to 8X8 blocks of pixels. Then each block was

dequantized by applying the reverse process of
quantization. Then each restored block is filtered through
inverse transform and all blocks are combined to get the
output image.

II. EXPERIMENTATION RESULTS AND
DISCUSSION

Standard DICOM medical images [15] of six
different organs were used for the performance evaluation
of the 3D transforms and Wavelets. Different types of
images were considered for experimental sctup. The
experimental data set used can be tabulated as table IV.

TABLE IV. Characteristics of DICOM Sample Images

Voxel

Type of Image Resolution 3D Value

(Modality) (X*Y*M) Range

M=No of Slices

Brain MRI 256 X256 X 16 0to 255

Cardiac MRI | 256 X 256 X 16 0to 255

Knee MRI 256 X256 X 16 0to 255

s 512X512X16 | 010255
Angiography

-4 512X512X16 | 0t0255
Angiography

Abdomen MRI1 | 512 X 512X 16 0to 255

To illustrate the performance of each transform and
wavelet, the designed code was simulated for different
number of frames. For illustration, 16 frames for Brain
MRI are shown in Fig. 5.
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Fig. 5. 16 input frames for Brain MRI

Performance of the implemented compression techniques
is evaluated in terms of three performance parameters i.e.
PSNR, SSIM and CR. [8,16].

PSNR:
PSNR expresses the error between original information

and reconstructed image after processing, which is
considered as a general parameter for quality assessment

and is generally applied in digital image
processing. PSNR is calculated using equation 3[17]:
PSNR (dB) I 2010g,(Maximum voxal value) 43

J (53 %) Tl i0-F(110)°)
N

Where voxel value of reconstructed image is F(i,j.k) at
point (i, j, k), N is the total number of voxel and (i, j. k)
is the original input value at (i,j,k)

SSIM:

SSIM is another important metric of measurement of
image quality. SSIM is a method to find the similarity
between two images. To improve performance methods
like MSE and PSNR, SSIM is designed because these
method maybe are inappropriate with the human visual
perception. SSIM factor is the average of the combined
values of luminance, variance and structure. It measures
the change in these three characteristics of two images let
suppose “a” and “b”. Average pixel intensity is
represented as luminance I(a,b), variance between the
original and compressed image is defined as
contrast,c(a,b) and cross correlation between the original
and compressed image by structure s(a,b).SSIM between
two images can have maximum value of 17 which
indicates there is complete similarity between the images.
The SSIM is defined in equations 4[17].

SSIM(a,b) = ila, b)e(a, b)sCa; b) .o isisnsn 4

Where

2paub+C1

l(a,b) = ,ua2+,ub2+61)

c(a,b) = (2oa.ab + C2)/(ca? + ab* + C2)
s(a,b) = (ogab + C3)/(ca.ob + C3)
COMPRESSION RATIO:
Compression Ratio (CR) which is defined as the
compression performance and it is the ratio of
uncompressed input to compressed output. Compression

ratio is defined as equation 5 [18].

original bits per voxel

CR =

¥ Compressed bits per voxel

Figure 6 shows the original image for Brain MRI for 8
numbers of frames and output for Hartley. Cosine and
Fourier transform.

A. Brain MRI Results for PSNR vs Bitrate

For M=8, the behavior of different transforms for the
Brain MRI images is shown in fig 6.

" T

3D HARTLEY

LR, e
i A e W A Y

3D FOURIER

IDCOSINE

Fig. 6. Original and output images of Brain MRI for Transforms

PSNR graphs for different number of frames i.e 2, 4, 8,
16 for the 3D Hartley, cosine and Fourier transforms are
also shown in figure 7(a), figure 7(b), and figure 7(c) and
figure 7(d). The Hartley has proven to be more efficient
in term of PSNR than other transforms for both low and
higher bitrates which is very obvious form the values
given in table II and shown in figures 8(a), 8(b) and 8 (c).
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Fig. 7(a). PSNR vsbpv graphs for transfarms (M=2)
BRAIN MRI Plot of different transforms for M=4
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Fig, 7(b). PSNR vsbpyv graphs for transforms (M=4)
BRAIN MRI Plot of different transfoms for M=B
80 T T T T T v -
—#+— Hartley
70 —&— Cosine |{
—+— Fourier
80} 4
50+ 4
=

s o -

172

a
o+ o
20 |
10 b

0 L L ; L ' . L

15 2 25 3 35 4 45 5
BR(bpv)

Fig. 7(c). PSNR vsbpv graphs for transforms (M=8)
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BRAIN MRI Plot of difierent transforms for M=16
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Fig, 7(d). PSNR vsbpv graphs for transforms (M=16)
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Fig.8(a). PSNR vsbpv graphs for Hartley transform (M=2,4,8,16)
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Fig.8(b). PSNR vsbpv graphs for Fourier transform
(M=2,4,8,16)



BRAIN MRI Plot of Cosine for different M
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Fig 8(C). PSNR vsbpv graphs for Cosine transform
(M=2,4,8,16)

For 3D wavelets, output images with original image
are shown for comparison in fig. 9.
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Fig. 9. Original and output images of Brain

BRAIN MRI Plot of different Wavelets for M=8

Now results for wavelets for M=8 is shown together
for assessment in fig. 10.
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Fig.10 PSNRysbpv graphs for wavelets (M=8)
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To compare the performance of transforms against
wavelets, PSNR values for both transforms and wavelets

are plotted together in the fig. 11 and fig. 12 respectively
for M=8 and M=16.

BRAIN MRI Plot of different Wavelets for M=8
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Fig. 11. Comparison between transforms andwavelets(M=8)
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BRAIN MRI Plot of different Wavelets for M=16
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Fig. 12. Comparison between transforms andwavelets(M=16)

B. Chest Angiography Results for PSNR vs Bit rate

PSNR graph for transforms with 8 number of frames is
shown in fig. 13 and PSNR graph with 16 number of
frames is shown in fig.14respectively.
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Fig. 13. Comparison between transforms and wavelets for M=8
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Fig. 14. Comparison between transforms and wavelets for M=1a

C. Cardiac MRI and Liver Angiography Results for
PSNR vs Bitrate
For Cardiac MRI, the PSNR graph for transforms and
wavelets (M=8) is given below in fig.15 and for M=16 is
given in fig.16 .
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Fig. 16.Comparison between transforms and wavelets for M=16
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For Liver angiogram, the PSNR graph for transforms
and wavelets for M=8 and for M=16 is given below in
fig. 17 and fig. 18 respectively.
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Fig. 17.Comparison between transforms and wavelets for M=8
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Fig. 18.Comparison between transforms and wavelets for M=16

D. PSNR and SSIM jfor Different Type of Images

PSNR for Hartley, cosine and Fourier transformat
CR=11.3resulted for various set of images (M=8)
summarized in fig 17. On x-axis type of medical image
used is mentioned and on y-axis PSNR (dB) value is
mentioned for different transforms.PSNR value in case of
3-D DFT =67.69, 3-D DHT =72.25 and for 3-D DCT
=52.60. PSNR for bi orthogonal, Symlet andDaubechies
transformat CR=13.7resulted for various set of images is
summarized in fg [8.For brain MRI image PSNR values
in case of 3-D bi crthogonal = 66.43, 3-D Symlet =
65.11 and 3-D Daubachies =71.65 PSNR values
between uncompressed images and output compressed
images at different CR are mentioned in table V and table
VIL
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Fig. 17. PSNR comparison of transforms for all types of sample
images

For wavelets, this can be shown as
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Fig. 18. PSNR comparison of wavelets for all types of sample
images

The SSIM (Structure Similarity Index) for output
images (M=8)of transforms is shown in figure 19. On y-
axis SSIM value between the uncompressed original
image and output compressed image using 3-D DCT.3-D
DFT and3-D DHT at CR=11.3 is shown.On the x-axis
type of medical image used in mentioned. For example in
case of brain MRI , SSIM value between uncompressed
image and compressed image of 3-D DFT =0.99, 3-D
DHT =0.983, 3-D DCT =0.976. SSIM values for output
images (M=8 ) using wavelet transforms at CR=13.7 arc
shown in fig 20. For brain MRI SSIM in case of 3-D bi
orthogonal = 0.984, 3-D Symlet = 0.987 and 3-D
Daubachies=0.99. SSIM values between uncompressed
images and output compressed images at different CR are
mentioned in table VI and table VIIL
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Fig. 19. SSIM comparison of transforms for all types of sample
images

For output images from wavelets, SSIM results are
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Fig. 20. SSIM comparison of wavelets for all types of sample images

E. Compression Ratio, Peak PSNR and SSIM Results

Performance analysis in terms of compression ratio for
8 numbers of frames can be analyzed from the following

tables.
TABLE V. CR and PSNR for Transforms

Type of Iy Ic AVG PSNR (dB)

< | CR
Image | KB | KB DHT | DCT | DFT
192 | 17 [ 113 ] 71225 | 5260 | 67.69
BRAIN | 195 | 13 | 148 | 5097 | 4837 | 4822
MRI
192 | o [213] 3645 | 4452 [ 3459
192 | 15 | 128 | 6932 | 6596 | 61.05
KNEE - =
MRI 1192 | 11 [ 175 | 48.54 | 60.05 | 45.97
192 | 7 [ 274 3682 | 55.14 | 3645
sy |68 31151 ] 7045 | 6285 | 6576
“HEST -
Nero 1768 [ 36 {213 ] 5427 | 57.71 [ 4690
768 | 22 | 349 | 39.01 | 5133 | 33.98
TABLE VI, CR and SSIM for Transforms
Type of Iy Ie CR SSIM
Image KB | KB DHT DCT DFT
192 | 17 | 113 | 0983 | 0976 | 0.990
";‘]‘I“{'l“ 192 | 13 | 148 | 0979 | 0.972 | 0.980
192 | 9 |213] 0973 | 0.966 | 0.980
192 | 15 | 128 | 0992 | 0985 | 0.999
KNEE
wri | 192 1t {175 ] o988 | 0.981 | 0.995
192 | 7 | 274 0981 | 0974 | 0.988
768 | 51 | 15.1 | 0987 | 098 | 0.994
CHEST 1= 6 [ 213 | 0.983 | 0976 | 0.990
ANGIO =8 ' :
768 | 22 | 349 | 0975 | 0968 | 0.982

TABLE VII. CR and PSNR for Wavelets

Type of Iy I¢ AVG PSNR (dB)

CR

Image KB | KB Biorth | Symlet | DEB
192 14 | 13.7 | 6643 | 6511 [ 71.65
BRAIN
MRI 192 10 19.2 | 32.76 61.30 [ 50.67
192 6 32.0 | 2350 | 537.64 | 36.13
192 12 16.0 | 69.65 69.99 | 68.89
KNEE - -
MRI 192 8 24.0 | 3529 66.25 | 56.08
192 - 48.0 | 26.67 6095 | 4354
768 48 16.0 | 68.66 70.82 | 74.56
CHEST -
ancro | 768 | 33 [ 233 | 4110 | 6143 | 5512
768 19 | 404 | 2996 54.55 | 41.01
g



TABLE VIII. CR and SSIM for Wavelets

_—
Type of Io Ic CR S5IM
Image | KB | KB Biort | Syml [ .o
h et

192 14 | 13.7 | 0.984 | 0.987 | 0.990

BRAIN
MRI 192 10 | 19.2 | 0.980 | 0.983 | 0.986
192 32.0 | 0974 | 0977 | 0.980
192 12 | 16.0 | 0.993 | 0.996 | 0.999

KNEE
MRI 192 24.0 [ 0.989 | 0.993 | 0.995
192 4 48.0 | 0.982 | 0.986 | 0.988
768 48 | 16.0 | 0.988 | 0.991 | 0.994

CHEST
ANGIO 768 33 | 233 ] 0984 | 0987 | 0.990
768 19 | 404 | 0976 | 098 | 0982

Simulation results conclude the following outcomes for
the 3D transforms and Wavelets as shown by the

simulation results. For Brain MRI, in case of transforms,

Cosine is best for low and high bitrates for M=2 and
Hartley for M=4, M=8 and M=l6. Taking them
individually concludes that Cosine and Fourier gives
highest PSNR for both low and high bitrates when M=8,
and the same for Hartley for low bitrates. For High
bitrates, Hartley performs best at M=16,

For M=2, the wavelets follow the high PSNR to low
PSNR as biorthogonal>Debauchies>Symlet while this
becomes Debauchies>Biorthogonal>Symlet for M=4. At
M=8, waveletsbehaves
Biorthogonal>Symlet>Debauchies. Taking them
separately, Biorthogonal gives highest PSNR at M=8,
Symlet at M=16 for low and M=2 for high bitrates,
Debauchies at M=4.

For Angiography, Cosine gives the finest results for
low bitrates and Hartley for high bitrates at M=2.4,8 and
16. Taking them independently, Hartley and Cosine
gives high PSNR at M=8 while it is true for low bitrates
in case of Fourier. At high bitrates, Fourier is good at
M=4. For Wavelets, for M=2 and M=8, the following
order is  observed by the wavelets ie.
Biorthogonal>Debauchies>Symlet while this becomes
Debauchies>Biorthogonal>Symlet at M=4. Taking them
independently, Biorthogonal gives high PSNR at M=8,
Symlet at M=16 for low and M=2 for high bitrates and
Debauchies at M=4 for low and M=2 for high bitrates.

IV. CONCLUSION

Low rate compression and high quality demands by the
medical image compression due to its diagnostic value
are very difficult. Simulation results showed that
compression techniques for medical images behave
different for different type of images. However,
performance assessment parameters such as PSNR, SSIM
and CR showed that 3D wavelets perform better than 3D
transforms and hence suitable for compression of medical
images.Among the various types of transforms, Hartley
has been found to result in best PSNR values for MRI

images and results evaluate that Cosine is most suitable
candidate for the compression of
images.From different types of wavelets, Debauchies
gave highest performance for MRI images than
Biorthogonal and Symlet families of wavelets and highest
results for PSNR were achieved by Biorthogonal wavelet
for Angiography and thus suitable for these types of
images.

angiographic*

Image compression is a vast subject. In a
transform framework the image can be further
compressed using an encoder. So, the next step would be
to  future compress the image
encoder,particularly for wavelet transforms with better
quantization algorithm. These possibilities can be further
extended by the use of complex wavelet functions applied
for image decomposition. Huffman was used during this
research work, however any other better option may be
selected to get better results.
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Education is helping the child realize his
potentialities.

Erich Fromm
Everyman believes that he has a greater

possibility.
Ralph Waldo Emerson

Nature is often hidden, sometimes overcome,
seldom extinguished.
Francis Bacon

Those who make the worst use of t hei time are
the first to complain of its brevity.
Jean de La Bruyere

Revolutions are the locomotives of history.
Nikita S. Khrushchev

Revolution accelerates evolution
Kelly Miller

When reform becomes impossible, revolution
becomes imperative.
Kelly Miller

Variety is the mother enjoyment.
Banjhamin Dusraeli

Money is like manure. If you spread it around,
it does a lot of good, but if you pile it up in one
place, it stinks like hell.

Clint W. Murchison

Science may have found a cure for most evils;
but it has found no remedy for the words of
them all — the apathy of human beings.

Helen Keller

If you want to life yourself up, lift up someone
glse.
Booker T. Washington
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Abstract:

In this article, the concept of long reach passive optical
network (LR-PON) is discussed in the opening section. A
number of access techniques are available but OCDMA
technology is proposed for this network. There are many
OCDMA coding schemes. Among these, a 2-D Prime/OOC
code family is selected for encoding and decoding in the LR-
PON on the grounds of its cardinality and good
performance. This combination is simulated with two users
to prove the feasibility of this scheme. The simulation is
done for 100 km without any dispersion compensating
arrangements. Results establish that this is a viable setup
and can be deployed in the future access networks for cost
efficiency and improved performance

Key Words: Optical Code Division Multiple Access
Network (OCDMA), Long Reach Passive Optical Network
(LR-PON), 2-D coding, Optical Orthogonal Codes (OOCs).

I. INTRODUCTION

Wide scale deployment of fiber to the home (FTTH) at the
breakneck speed is the latest phenomenon in the access
network and it is developing a new type of passive optical
network (PON) that is beyond 20 km, called long-reach
(LR) PON [1-2]. This is flourishing due to the large
bandwidth demands in access network [3].

There are a number of optical access technologies used in
LR-PON from TDM to WDM to hybrid of TDM with other
technologies. Among these, OCDM is considered as a
potential candidate for future access network because it has
some advantages over other access solutions. It promises to
fulfill the rising demands of higher bandwidth and to
provide spectrally efficient access networks [4].

By combining OCDMA with long reach access network, a
better and cost-effective solution can be developed for last
mile section. When both of these are blended, it can produce
a viable network solution that will have cost efficiency and
enhanced performance.

There are various coding schemes used in OCDMA
networks. Since 2-D codes have higher cardinality as
compared to 1-D codes, these will be used in the networks
having larger number of users. One of these 2-D codes is
prime/OOC code. It uses OOC code in the time domain and
prime coding is done for wavelength domain.

In this paper, LR-PON along with OCDMA is simulated.
Section II gives a brief overview of LR-PON. After that, 2-
D OCDMA code Prime/OOC OCDMA is discussed in
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section III. Simulation set up is described in section IV. In
the last section of this article, results have been analyzed
and performance of LR-PON OCDMA network is
evaluated.

1I. Long Reach PON (LR-PON)

A general LR-PON architecture consists of an enlarged
shared optical fiber linking the central office (CO) and the
local user exchange, and optical splitter connecting
subscribers to the fiber. The basic idea of LR-PON is to
enhance the reach of the network and reduce the switching
nodes. This causes a much simpler architecture and
produces a hierarchy of telecom networks. A consolidation
of access and metro networks [5-6] is achieved in long reach
networks as illustrated in fig. 1. LR-PON reduces both
network capital expenditure (CapEx) and operating cost
(OpEx) [7].

LR-PONSs have usually larger split ratios. This results in the
reduction of the cost of the equipment because optical
components are shared by

Long haul
-100s-1000s km

-Mesh

Mero .EI nterconnect)
-10s ot km

-Rings

Access

-a fewr km
-Hubbed rings, POMNs

Users

Long haul
-100=-1000s kmm
-Mesh

Long-Reach Access
-100 km and beyond

Users

Fig. 1  Simplified Long-Reach PON

each subscriber among customers. Thus the cost of the
equipment for each subscriber is reduced.

As per ITU-T standardization, Gigabit PON (GPON) is
designed for 60 km distance between Optical Line Terminal
(OLT) and farthest Optical Network Unit (ONU) with
maximum 1:64 split ratio [8]. To further increase the link
reach and coverage of OLT, optical amplifiers are to be used
in GPON. Researchers in 1990s were also interested in the
idea of extending the reach via intermediate optical
amplifiers [9]. However, the maximum reach of Dense-
Wavelength-Division-Multiplexed-Passive-Optical-Network
(DWDM-PON) is limited due to chromatic dispersion [10-
11]. It can be mitigated by using several dispersion
compensating measures such as applying optical single



sideband with carrier (OSSB+C) modulation, an optical
carrier suppression modulation, Chirped Fiber Bragg
Gratings (FBG) [12], and Dispersion Compensation Fiber
(DCF) [13]. In recent years Fiber Bragg Gratings (FBGs)
[14] and Dispersion Compensation Fiber (DCF) have been
identified as effective remedies for minimizing the effects of
chromatic dispersion and improving the bit error rates
(BER) [15].

In this proposed simulation, no any such dispersion
compensation techniques have been applied. Only power
boosting component EDFA is used.

Now the 2-D selected for this simulation is briefly described
in the following section to give a theoretical understanding.

III. 2-D Codes in OCDMA

In OCDMA, coding is done on signal by using time domain,
frequency domain or combination of both. Besides, space
and polarization are also two another dimensions used for
OCDMA coding. The later set of dimension is used when 3-
D are required to be developed.

In 1-D code, only one aspect is used to encrypt the data.
Like time spreading or frequency hopping. Their coding and
construction is simple. But 1-D codes have many problems.
Their cardinality is low and can sustain only limited number
of simultaneous users equivalent to their cardinality.
Secondly, if the codes use frequency spreading, then the no.
of subscribers is in direct proportion to the length of code or
in other words related to the frequency spreading. When the
number of subscribers grows, multiuser interference also
accumulates. Therefore the bit error rate also increases
forcing the system to reduce the number of simultaneously
communicating subscribers.

To overcome these shortcomings, many 2-D code families
have been developed in the past for time spreading and
wavelength hopping dimensions [16], [17]. Other
dimensions space and polarization are also used to
formulate 2-D and 3-D codes.

A 2-D code is represented by (mxn, w, 1., A.). mxn is a two
dimensional matrix consisting of rows and columns and m
represents the number of wavelengths and n is number of
time chips. It is also equal to the cod length. w is the weight
of the code, 4, is the autocorrelation and A. is the cross-
correlation as defined below.

m—1in—1

i=0 j=0

ey

M1 7l=1
Z Z-‘f:',j}‘:,jmr =% i
i=0 j=0
Where x € {0,1}, t is the chip duration (0 <t <n-1) and @
stands for modulo-n addition.

@)

2-D codes also suffer from the same problem of low
cardinality. Therefore there is always a need for new codes
and new code families with good properties and having
large cardinality in order to cater to a large number of
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simultaneous users. The desired codes should have the
lowest cross-correlation in order to eliminate MAI.

Now let us discuss a new 2-D code family. This code
family, based on wavelength-time was introduced in prime /
OOC [18] with particular aim to increase the cardinality of
the code. In order to increase the number of codes of a code
family, cross-correlation was increased from 1 to 2. For this
purpose, (n, w, 4, 2) was used. This increased cardinality
can be useful in the applications where broadband services
are offered with different data rates. Construction details of
this code family can be found in the above reference. For
time spreading, OOC is applied and in the wavelength
domain, prime codes are used.

Cardinality of any OCDMA code can be defined by ®(n, w,
Aa s Ao). For 1-D OOC, cardinality can be optimized as given
in equation 3.

-1
. foroddw
(3)

@ tnr 123000 = n—1
T for even w

For OOC (n, w, 2, 1), cardinality can be approximated by
the relation (4):

2n—1
M, for odd w
© ,, _ JwE-1 “4)
(w2 1)e0c 2{'?’1 - 1]
—T for evren w

To complete the comparison, cardinality of OOC (n, w, 1,1)
is givenineq. 5

n—1

D wrnr00C = m o)

From these three relations, it can be verified that the
cardinality of OOC (n ,w, 1, 2) is the highest.

Now we will discuss prime codes that are widely used in
OCDMA.

For prime codes, cardinality is p*. The cardinality of the 2-D
Prime/OOC code can be defined as ¢ , . 1, 2)x pz.

The performance of prime code in terms probability of error
at various values of prime number can be determined by the
relation (6)

1 N—1 i mN-1-i
N-—1\f P P
e i:';k( : )(255") (1 i 2?}‘) ©

Here p is the prime number and N is the number of
simultaneous users. Th represents the threshold value.
Performance curves for different values of p are given in
figure 2.



Bit Error Rate Curves for Prime Codes
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Fig. 2  Performance curves of Prime code

Figure 2 displays the behavior of prime codes. When you
increase the prime number, the performance increases and
the code can support increased number of simultaneously
active users.

If the value of prime number is increased, thereby
increasing the length of code, bit error rates falls. It means
that with lengthy codes, OCDMA network will provide a
better performance. Besides long codes will have lower
cross-correlation and therefore are suitable for application
where MAI is high and needs to be reduced. However,
lengthy codes result in increased complexity for the
network.

IV. Simulation Setup

In this simulation, 2-D OCDMA encoding and decoding is
done. For the encoding in time spreading (13, 4, 1, 2) OOC
code is used and for wavelength hopping, prime code
having p equal to 7 is used. It means that no. of wavelengths
is seven but code weight is four. Therefore four wavelengths
will be used for encoding.

Two codes have been used in this simulation for two users:
Code for user one is A; A, 0230000 0 A4, 0 0 O and for
second useris A3 As 024 0000 02, 00 0. As it can be seen,
there are two common wavelengths between the two codes.
Therefore cross-correlation of this coding scheme is 2. The
reason for high value of cross-correlation is to enlarge the
coding set. Optical orthogonal coding is done in time

Data
!
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Fig. 3  Simulation setup for OCDMA LR-PON

domain. For the encoding in time domain, optical fiber
delay line (FODL) is used. Since FODL can only support
high data rates of 1 Gb/s at maximum, therefore data rate is

limited to 1 Gb/s. For wavelength hopping and encoding,
FBG filters are utilized with spectral width of 0.8 nm. A
series combination of FBG is used to get the desired
reflected spectral components constituting the 2-D

Table 1 Parameters used in OCDMA LR-PON simulation

Parameter Value
SMF Length 100 km
Dispersion of SMF 16.75 ps/nm/km
Attenuation Coefficient 0.2 dB/km
of SMF
Non Linear index- 2.6x 107 mYW
coefficient of SMF
Responsivity of Photo 1 A/W
detector
Dark current of photo 10 nA
detector
Spectral width 0.8 nm
Data Rate 1 Gb/s
Noise Figure (NF) of 4 dB
EDFA

code. Since there are 4 marks in the code set, 4 FBGs are
added serially in the simulation to encode the signal.

To extend the reach of the OCDMA network from
conventional 20 km to very high distance of 100 km, an
optical amplifier is used to boost the sagging power in
between two sections of the fibers as shown in figure 3.

For the transmitter and receiver side, simple OOK
modulation format is employed to keep simulated
environment less complicated. The broadband sources for
both users have zero powers. At the receiver side, direct
detection is done.

Parameters used in this simulation are summarized in
table-1.

V. Results and Analysis

Results of the simulation are presented here in the form of
BER curve against the received power detected by the
photodiodes. Both users have same

10 T T

—— Usert

—%— User2

Bit Error Rate

A

| | | | | | |
205 7 255 2% 25 ] 5 24 205 E]
Received Power (dBm)

Fig. 4 BER diagram for two users



BER characteristics. At BER 107, received optical power is
around -25 dBm. Second user

User 1
Time (bit period)
0.5

0 1

Fig. 5 Eye diagram of two users

exhibits better power sensitivity as compared to first one. In
fig. 5 eye diagrams of the two users are given. Eyes are
clear and wide open reflecting a fault free transmission.
Figure 6 displays the eye diagram of both users when codes
mapped on these are reversed. It proves that the codes can
interchangeably be applied without degrading the system
performance.

User 1 with Code 2

User 2 with Code 1
Time {bit period) g
[

Time (bit period)
9 05

Fig. 6 Eye diagram of users with Codes reversed

These diagrams establish that upto 100 km OCDMA
network can be extended without deteriorating transmission.

It is therefore concluded here that an OCDMA network can
be applied in the last mile section for longer distances to
extend the telecom services in the far flung areas in the cost
efficient and spectrally efficient schemes. This simulation
affirms the viability of this combination of OCDMA with
LR-PON.

VL

In this paper, the concept of long reach passive optical
network (LR-PON) is discussed in the opening section. A
number of access techniques is available but OCDMA
technology is proposed for this network. There are many
OCDMA coding schemes. Among these, a 2-D Prime/OOC
code family is selected for encoding and decoding in the
LR-PON on the grounds of its cardinality and good
performance. This combination was simulated with two
users to prove the feasibility of this scheme. The simulation
was done for 100 km without any dispersion compensating
arrangements. Results assert that this is a viable setup and
can be deployed in the future access networks for cost
efficiency and improved performance.

Conclusion
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Quotations

Memory is the mother of all wisdom
Aeschylus

Memory is a net; one finds it full of fish when he takes
it from the brook, but a dozen miles of water have run
through it without sticking.

Oliver Wendell Holmes, Sr.

Better by far that you should forget and smile than that
you should remember and be sad.
Christina Rossetti

Obstinacy is the result of the will forcing itself into the
place of the intellect.
Arthur Schopenhauer

Smallness of mind is the cause of stubbornness, and we
do not credit readily what is beyond our view.
Francois de La Rochefoucauld

Opinion is ultimately determined by the feelings, and
not by the intellect.
Herbert Spencer

Prejudice is an opinion without judgment.
Voltaire

Give every man thine ear, but few thy voice.
William Shakespeare

Prejudice is the chains forged by ignorance to keep men
apart.
Marguerite, Countess of Blesington

The ignorant are always prejudiced and the prejudiced
are always ignorant.
Charles Victor Roman

Minds are like, parachutes: they only function when
open.
Thomas R. Dewar

Prejudice is the child of ignorance.
William Hazlitt

Knowing your own darkness is the best method for
dealing with the darkness of other people.
CarlJung

Work and love — these are the basics. Without them,
there is neurosis.
Theodore Reik
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Abstract

This paper describes the effective system developed for
the prevention of Electric Power theft caused by direct
rigging. The approach used is to make the electricity
useless at distribution transformers and to restore the
electricity to useful form by passing it through modified
Energy Meter which is exclusively responsible for
providing useful electricity to genuine consumers. This
can be achieved by stepping up voltage by a factor
‘k’(where k=2, 3, 4 ) on low tension side of distribution
transformer for short duration in each periodic interval
with the help of circuit developed at transformer side.
This rough form of voltage if used by direct rigging on
electric power conductor, would cause the damage to the
appliances. While the genuine consumer gets this supply
through modified Energy Meter, which has the ability to
detect this rough voltage waveform and convert it back to
normal voltage. In this way one of the major causes of
electricity theft can be controlled by very economical,
simple and technical approach. This circuit has much
flexibility in the design so it is less probable to develop a
remedy to bypass this design for pilfering.

Index Terms — Direct rigging, distribution transformer,
energy meter, electric power conductor.

I. INTRODUCTION

The theft of electric service is an issue that continues to
infect utilities across the world. Theft appears in many
forms, ranging from sophisticated electronic deception to
simply never paying a reasonable bill. As technologies
develop to accelerate and improve efficiency of metering
and billing, new methods arise to attempt to defraud
utilities. Besides the fact that electricity theft is a crime, it
also creates an unjustified burden for ratepayers, to whom
the cost associated directly with stolen energy and
associated revenue protection programs is often
distributed. Several reports indicate the prevalence of
electricity theft in developing countries range from 20 to
30% losses in the distribution network [1], whereas [2]
reported a wider range of 10 - 40% losses. Malaysia In
2004, recorded revenue losses as high as USD229 million
and in 2010-11 RMI150 to 500 million a year [3-4].
Pakistan has also suffered a mammoth Rs.150 billion loss
on account of power theft and line losses in 2012-13[5].
Moreover the developed countries like USA and Canada
have also not been spared by this peril and have
documented huge revenue loss, that amounts to $6 billion
and $100 million, respectively, in 2010 [6-7]. Similarly
South Africa documented the revenue loss due to theft of
electric power ranging from R2.5 to R3.6 billion per year
on average, which in the year 2009 even increased to R4.0
billion [8-9].
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A lot of methods have been developed so far to prevent
the theft of electricity [10-11]. One good approach is
given by [12] which involves measuring the total energy
units provided by the distribution transformer and then
comparing it with the sum of energy units consumed by
each meter, the difference tells about the units lost which
may be due to theft or line losses. Another method at [13]
uses the power line impedance technique, which involves
disconnection of subscribers and then a low voltage signal
of 2V at 150Hz is transmitted to the network to detect
impedance of the network. This impedance is then
compared with the installed impedance values and the
difference indicates the theft location with respect to the
location of genuine consumer. On the other hand [14]
proposes application of smart resistance, incorporated in
Smart Meter as a mode of detecting illegal electricity
usage. But very less work is available for development of
a system which is independent to eradicate the theft of
electric power mainly by direct rigging.

It is therefore vital to develop a durable system for
prevention of electricity theft. Keeping in view the
excessive losses and autonomy requirement, this system
has been developed which is self-sufficient to protect
against theft of electricity caused by direct rigging.

A.

chematic Diagram of System

The schematic diagram for the implementation of this
system is shown in figure 1 below:

TS
e
Tmns‘former‘

Fig. 1. Schematic Diagram of Design Circuit
It can be seen in the figure 1 that normal voltage supply
provided by distribution transformer is disturbed by the
auxiliary transformer intermittently, which if fed directly
to the equipment, causes damage to its insulation and thus
the equipment itself. The over voltage appears for short
duration which is customizable e.g. 3 to 5 seconds during
10 minutes interval. Moreover the magnitude of
overvoltage is configurable by varying the factor ‘k’. This
much customization enables to avoid any potential
remedy by the thieves of electric power to bypass
electricity theft protection system. Therefore the
possibility of using this form of power by direct rigging is
ruled out. While the same form of power after passing
through Energy Meter becomes useful for consumers. As



the circuit designed for detecting the disturbed waveform
and converting it back to its normal form is implemented
in Energy Meter.

This method of disturbing electricity is very clean,
flexible and free from any considerable harmonics thus,
has no prominent effect on the reliability of power
system. Also the components used for designing the
circuits are elementary, ensure longer lifespan, and are
economical.

II. DESIGN OF CIRCUITS
The design mainly consists of two sections

e  Transformer Side Circuit
e  Energy Meter Side Circuit

A. Design of Transformer Side Circuit

1) Simulation Diagram: Simulation diagram of the
circuit which will be explained ahead is shown below:

Fig. 2. Circuit Diagram of Distribution Transformer side Section

2)  Working Principle: The circuit on transformer side
produces the over voltage by switching the primary
winding of auxiliary transformer in parallel with a phase of
distribution transformer and its secondary in series with
load as shown in the figure 3.

@

Ideal Switch2

Linear Transformer1 Serles RLC Loads
dea\ Switch

6{’ AC Valtage Spurce2

!

Fig. 3. Simulation for Producing Over Voltages

The circuit on the transformer side consists of only one
unit and works for each of the three phases periodically
by switching alternatively between the phases and hence
minimizing the cost of equipment required.

3)  Explanation: The block diagram of transformer side
circuit as shown below will be explained ahead. The block
diagram comprises of following components:

Control circuitry

Switching circuit

Auxiliary transformer

AC/DC converter

Voltage regulators
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Fig. 4. Block Diagram of Transformer Side Circuit

a) Control Circuitry: This circuitry consists of two main
components of which one is microcontroller and
second one is Darlington pair. Microcontroller is used
here to control the duration of high voltage (440
Volts) pulses. Whereas the Darlington pair is used to
amplify the output current from microcontroller in
order to feed the appropriate current to switching
circuit. Both these circuits are explained below.

(b) Microcontroller: A microcontroller  produces
periodic pulses to control the over voltage and normal
voltage in different intervals of time. This
microcontroller gives signal to Darlington pair which
in turn makes the relays RL1 and RL2 active or
inactive. The relays are fed through voltage regulator
Ul as shown in the figure 2.

As the current during the active condition of relays
flows through the Darlington pair, which itself draws
very small current i.e. uA from microcontroller.
Therefor micro-controller is protected against the
overloading.

(c) Darlington Pair: Darlington pair draws very small
current from microcontroller to drive relays when
high input signal is given by microcontroller.

As the current gain of Darlington pair is given as
Eﬂ-ﬂﬂﬂp = Eﬂnf-ﬂql e Eﬂ-f-ﬂq: ...(1)
EBP = EQ]_ kS EQ! ...(2)
If Q1 and Q2 are identical, then
Gpp = qu ..(3)

We know that the current gain is

I (4

Cpp = II__J_P @

I (5

Il:l_ﬂ — qu ( )
im

Igp =G % Iip -.(6)

For desired output current, input current can be found. In
order to limit the input Current to avoid the loading of
microcontroller, transistors of high gain should be
selected.



(d) Switching Circuit:

This circuit consists of relays

which control the switching of auxiliary transformer
and load. The detail of relays is as under:

(a)

b)

c)

il.

1i.

1v.

Auxiliary Transformer:

Relays: When the normal voltage is supplied to
load, all the relays are de-energized and the
connection of main supply and load is made
through normally closed (NC) contact of RL2.
When microcontroller gives high signal, both
relays are set active. Direct connection of main
supply to the load is terminated. At the same
time, voltage having value equal to sum of main
supply voltage and secondary winding of
auxiliary transformer is supplied to the load.

Auxiliary transformer
increases the magnitude of supply voltage by a
factor of ‘k’ depending upon its turn ratio. It is
switched in the main circuit intermittently to
make the electricity unusable. In the figure 2 this
transformer is named as TR1.

AC/DC converter: AC/DC converter is used here

to supply the 12/5 volts DC. 12 volts are supplied
to switching circuit and 5 volts to the control
circuitry. It consists of following components:

Potential ~ Transformer = TR2:  Potential
transformer steps down the supply voltage to
value required by sensing circuit.

Diode Bridge Rectifier: Diode Bridge Rectifier
converts ac supply to dc for power supply
requirements.

Capacitor: Capacitor removes ripples from
rectified dc supply to make it smooth and
supplies power to voltage regulators.

Voltage Regulator: Voltage regulators provide
fix dc voltage to the relays for their proper
operation. Two voltage regulators (LM7805,
LM7812) are used to provide DC voltage to
relays and microcontroller.

B. Design of Energy Meter Side Circuit

1) Simulation Diagram: Actual simulation diagram of
meter side circuit for single phase is shown in figure 5.
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Fig. 5. Simulation Diagram of Meter Side Circuit
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2) Working Principle: The circuit on energy meter side
works by switching in a step down autotransformer during
the period when there is overvoltage detected from
transformer side to keep the voltage supplied to the load
equal to its nominal value.

The purpose of this circuit is to
. Sense the voltage level of main supply.

. Switch the auto transformer in the circuit in
order to provide nominal voltage to the load
during over voltage period.

. Switch the auto transformer out of circuit at the
end of over voltage period.

3) Explanation: The block diagram of energy meter
side circuit as shown in figure 6 will be explained ahead.

Voltage Sensing

ircuit

Fig. 6. Block Dlagram of Energy Meter Side Circuit

The block diagram comprises of following components:

e  Voltage sensing circuit
. Switching circuit
e  Autotransformer

a) Voltage Sensing Circuit: This circuit is designed such
that it gives dc volts analogous to the ac volts at its input
side. A transformer, bridge rectifier and capacitor gives
DC voltage proportional to AC voltage value of main
supply.

This voltage is sensed by Zener regulators. For over
voltage, D5 and D6 have greater value of voltage across
them, which is enough to turn the relays K1 and K2 ON
as shown in the figure 5. These two relays are connected
in such a way that the load has nominal value of voltage
across it due to step down action of auto transformer.

At the same time, D7 has enough value of voltage to take
transistor Q1 in saturation state. As coil of relay K3 is
connected to collector and emitter terminals, the only
voltage that appears across it will be VEC (sat). This
voltage is not enough to operate Relay contact K3. Thus
during the over voltage period, K3 is kept de-energized.

In order to ensure proper operation of voltage sensing
circuit, first it would be evaluated at over voltage and
normal voltage conditions:

(a) Over Voltage Calculation: Let L1 be the coil of relay
connected in parallel with D1 Zener diode, as shown in the

figure 7, and ¥eui1 be the voltage required to operate relay
then,

I'F:'ﬂ = I:'ﬂR:'-n + Fﬂﬂt "'(7)



Fig. 7. Zener Voltage Regulator

Current { & through relay coil will be

Vauii «(8)

I, = =&
K RK

Here R & is the resistance of the coil.
Now the current {in through the resistor R will be
lin = Izgmimy + I -(9)

Here {= émimy is current through Zener diode determined
practically.

During over voltage condition the voltage across the
resistance and zener diode in figure 7 will be

Vinomimy = Tinflin + Vouer ..(10)

Substituting value of Iin from equation 9 to equation 10,
we have
Vin emimy = [Ulzimim I Rin + Vour -(11)

If the ripple factor isT , then the ripple voltage Vi will be

Vo= Vinimimy X 7 --(12)
And the peak value of ripple voltage Vew will be
Vf‘ﬁ‘ = \:E -4 Viﬂ{miﬂ} T "'(13)
The peak value of input voltage will be
Vin tovery = Vinimimy + Vip -..(14)
The current through R3, in figure 5, will be
I = gt — Veiomy «.(15)
R3 -Ra
The current passing through transistor Q1 will be
L. = 84— Vecsanm ...(16)
s 5
Ra

Here Vintmim = 6-4V. During the over voltage, the

maximum current {s» drawn from supply will be
fw:fg-1+fg!+fga+f@1 «.(17)

Here lin = {p1 = Iga.
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(a) Normal Voltage Calculation: Let the over
voltage =y RV
Where y is the factor by which over voltage will be
generated and depends upon the ratio of auto transformer.

If auto transformer ratio is 1:1, then y =2. If it is 1:2, then
y =3 and so on.

At normal voltage supply, voltage across capacitor will be
reduced by a factor of z i.e.

...(18)

— I'F:'ﬂ iouar)
4

e

If z =2, then

V. _ Viﬂ. {over)

in {normail — 2

..(19)

Let under normal condition of supply voltage, the
voltages across Zener diodes and transistor

are VS.DE normall, Vzﬂ &inormall * Vzﬂ'.'-" inormall

and 1"'TEI!'.' {normal .

Now currents through R;, Ry, R; and Q; will be
determined by the following equations

Joe = Vin imormal) Vaps imornal) --(20)
rR1 — Rj_

_ Vin (normall — Vape {mormal) -(21)
IE! - R:

Jow = P:'ﬂ (normall — Vzﬂ? {(rormal) «(22)
rR3 — H
3

_ Vin {normaly VEE‘{ﬂDf‘fﬂﬂ.:} -.(23)

e =
21 R,

During the normal voltage, the maximum current drawn
Loy will be

Ir=jgl+13=+jga+.rgl ...(24)

When transition occurs from over voltage to normal
voltage, voltage across capacitor varies from

Vin @mormany to Vin(min) . For a continuous supply to
load, time of this transition must be short enough to avoid
low voltage to load. During this transition, current is
provided by the capacitor only (due to reverse biased
diodes).

Current supplied to the rest of the circuit by the capacitor
also varies as the voltage across capacitor drops from

Vin inermaly to Vin éminy, and the variation of current
will be from ow to Is.
As we know that

dv
I=¢= @3
dt



Here for the sake of simplicity, we take the average value
of currents {aw and I+ .

I+ 1, ...(26)
:atsg = 2
And
at «..(27)
C= *rats_g v

If the transient time is limited to 15 milliseconds, and the
change in voltage is 5V, then approximate value of
Capacitor will be

15m «.(28)
‘= Iﬂti_g T
C =3I, x 1073F (29)

This sensing circuit has following components:
e AC/DC Converter
e  Zener Diodes

(b) AC/DC Converter: AC/DC converter is used in
meter side circuit to provide appropriate dc voltage to
Zener diode, so that Zener could detect the voltage level. It
has following components:

(i) Potential ~ Transformer: ~ The  potential
transformer steps down the nominal ac voltage to
permissible lower voltage, so that this lower voltage can
further be used for conversion into DC by using bridge
rectifier.

Now, as maximum current drawn by the sensing circuit is

during the overvoltage condition i.e. Loy

So load Resistance for capacitor will be
V:

in imink 0
II:I'E

R, = -.(30)

To find the value of ripple factor ' we use the following
relationship for 50 Hz

2887
R, C

For excellent power supply ripple voltage must be less
than the 5% [15].

«.(31)

T =

So,
r=15% = 0.05
Vo = Vintowem % 7 «(32)
And the peak value of ripple voltage
Vip = V2 X VinoreryX 7 (33)

The peak value of input voltage will be
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Fac'{'psak] = Vintovern ¥+ 1’:"','.:* + 2V «(34)
Here Vb is voltage drop across single diode.
The RMS value of ac voltage can be found by
, _ Vac‘{'psak] ...(35)
ac {rmsy — T =
V2
And the current rating of transformer will be
Hence
I e ..(36)
ac {rms} — =
va

Due to use of bridge diode rectifier, the transformer
utilization factor becomes 81% [16].

So VA rating of potential transformer will be

VA rating of potential transformer

[Il:anlrmj' x "'ral:'rms'} 81
0 .

VA rating of potential transformer

= L.23 ( Ij{ac (rms}) ) x V,(ac (rms]}) )

(ii) Diode Bridge Rectifier: Diode Bridge Rectifier
converts ac voltage to dc for power supply requirements.

(iii) Capacitor: Capacitor removes ripples from
rectified dc supply to make it smooth. The value of
capacitor C; as shown in figure 5 should be large enough
so that it can provide DC voltage to the Zener regulator.
But at the same time it should not be very large to cause
unnecessary time delay during the transition of voltages.

(¢) Zener Diodes: Zener diodes are used here for
sensing purpose. They have specific DC voltage across
them during the normal and overvoltage AC conditions,
which help them to energize or de-energize the coils of
relays as required.

b) Switching Circuit: it consists of three relays Kl,
K2 and K3 as shown in figure 5. Its operation depends
upon the dc voltage supplied by the sensing circuit to the
relay coils.
During normal voltage level of main supply the voltage
across D5, D6 and D7 will not be able to operate the
relays K1 and K2. So the relays K1 and K2 will remain
de-energized and the auto transformer is out of the circuit.
At the same time, the transistor Q1 gets out of saturation
state and Vgc will become large enough to operate K3. As
a result K3 makes the direct connection of the load with
the main supply.

The calculation of overvoltage and under voltage for
relays K1 and K2 have already been discussed under the
section of voltage sensing circuit.



c) Autotransformer: The purpose of autotransformer
is to step down the voltage during over voltage condition
to provide nominal voltage to the load (domestic
consumer) uninterruptedly. Auto transformer must have
turn ratio of (1/y) in order to provide nominal voltage to
the load. As KVA for each Domestic connection is
selected as 6 KVA, so required KVA rating of auto
transformer will be (6KVA/y) [17].

As the auto transformer will be used for short period of
time so the required KVA for auto transformer will be
reduced by a factor specified by the manufacturer.

If reduction factor is ‘L’, then

VA rating required for auto transformer = L(6KV A/y)
Where L is less than or equal to unity.

III. MODIFICATION IN DESIGN

The voltage sensing circuit on meter side has been
designed for voltage variation of 200V to 320V. In
Pakistan sometimes voltage drops up to 160V in some
areas due to long length of feeders. In order for the circuit
to work in this condition, there are two solutions.

4) Redesign the Circuit: Redesign the complete circuit
for minimum voltage level of 160V. In this method all
parameters of the circuit will have to be designed
according to the requirement.

5) Change the Turn Ratio of Potential Transformer:
Increase the sensing voltage by increasing the turn ratio of
potential transformer in order to step up the voltage to a
value required by the sensing circuit. The ratio of
transformer selected for minimum voltage i.e. 200V of
design is 50:1

For 200V secondary voltage will be

200
Voor = =0 = 4V
For 160V secondary voltage must also be 4V for proper

working of sensing circuit. Turn ratio can be calculated as

Ve = 4V
160
= T
160
ﬂ =
Viert:
160
n= — == 40 twrns

So the turn ratio should be 40:1 for 160V input.
IV. FINAL FABRICATED PROTOTYPE CIRCUITS

The proposed system was not only simulated using
MATLAB, NI Multisim 10, Keil uVision 3 and Proteus
7.6 Professional, but also fabricated. The final outlook of
the circuits is shown in the pictures below:
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Distribution Transformer
Side Clircuit

Fig. 10. Interior View of Meter side Circuit
V. CONCLUSION

a. Cost/Benefit Ratio

Cost to benefit ratio is calculated in order to estimate the
value of practical implementation of the project. In this
report, cost to benefit ratio has been calculated for
Peshawar Electric Supply Company (PESCO) in order to
indicate the importance of project.



1) PESCO Cost to Benefit Ratio Analysis:

The cost to benefit ratio has been calculated for domestic,
commercial and agricultural customers as follows.

From [18] the sum of the above mentioned consumers is
given as

Total number of consumers = 2564408

a) Energy Meter Circuit Cost
TABLE I. ENERGY METER CIRCUIT COST

Sr. No. Components Cost (Rs.)

1. Potential Transformer (PT) 50

2. Diodes 8

3. Capacitor 6

4. Resistor 2

5. Zener Diode 12

6. Transistor 2

7. Relays 140*3 =420

8. Autotransformer 375

9. Circuit Manufacturing Cost 50
Total cost 925

Cost of single meter circuit with 20 % margin

=025+ (% ® 925)

= Rs. 1110
b) Transformer Circuit Cost

TABLE II. TRANSFORMER CIRCUIT COST

Sr. No. Components Cost (Rs.)
1. Relays 500
2. Potential Transformer (PT) 150
3. Diodes 8
4. Capacitor 10
5. Transistor 4
6. Voltage Regulators 10
7. Microcontroller 70
8. Auxiliary Transformer 4900
9. Manufacturing Cost 400
10. Installation Cost 5000

Total cost 11052

Total cost of Transformer circuit with

20% safety margin = 11052 + ({0.2)(11052)
= Rs5.13263
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. : . (Total number ofy [Cost of single
Total cost for consicered consumers (Meters) = ( A — f )( mg*gﬂf st cﬂ ”)

= (2564498 )(1110)
= Rs5.2846592750

Similarly, the cost for the total transformer circuits
installed can be calculated as

Total mumberof ¢ Cost of single 1|

Total cost for Transformer circuits =1, . .
Transformer circuits/\ Transformer circuit)
Where

Toial number of consumers
Number of consumers per transformer

Total number of transformer circuits =

_ 2564498
T 20

= (128225)(13263)
= Rs.1700648175

Now the Grand total of cost is given as
= (Total cost for Transformer circuits) + [Tsmi cost for considered consumers [metm])
Grand Total = Rs.4547240455

The following data for losses is collected for ten months.
Now the total losses will be calculated as follows,

Total units generated in PESCO = 9483.06 GIWh
Units billed = 6307.31 GWk

Total units lost = 317575 GIWh

So,the losses in percentage are = 33.5%

Now, the actual losses of 3.5% will be subtracted from
total losses to get the theft losses. [18]

Total theft losses = (3175.75)(1 — 0.035)

= 3064.6 GWh

= 3.0646 x 10° KWh

If the cost per unit (KWh) is Rs. 10 then

Total revenue lost due to theft = (3.0646 = 10% KTWh)(1(
= Rs.3.0646 x 10%°

This is loss for ten months, and then loss for a year will be
calculated as,

) [3.0646 x 1010%
Total revenue lost due to theft per year = |. 1 || 12)

, 4

= R5.3.67752 x 101®



Since the component having minimum life used in the

circuit is relay that has life span of 10° number of
operations (available in the market). The relay operates
ones a ten minutes, it will operate 144 times a day. So the
number of relay operations in a year will be,

144 % 30 » 12 = 51840

Hence the total life of a relay and the circuit will be,
10%

51840

Considering safety margin, it is assumed that relay has a
life span of 15 years for this project.

=19 vears

Now,

Total revenue loss due to theft for
= Total revenue lost per yvear ¥ 13

= (3.67752 x 10%*9)(15)
= Rs5.551628 % 1olt

15 years

This revenue loss can be recovered as a benefit if the
designed circuit is implemented.

Hence,

4547240955 )
5.51628 x 10t

Cost to benefit ratio = 0.00824

6) Calculation for the Recovery Period of Initial Cost:
This calculation gives the time period in which this project
will recover its initial cost after its implementation. First of
all monthly loss will be calculated then total cost will be
divided by this monthly loss to get the recove<ry period in
months.

Cost to benefit vatio = (

Total revenue lost due to theft in 15 veas

of developing the gap between supply and demand of
electrical energy in Pakistan. This project addresses
precisely the same problem with appropriate solution.

Following are the actual results for the waveforms at the
output of the energy meter side circuit when the output of
distribution transformer side circuit changes from normal
to overvoltage and overvoltage to normal. These
waveforms are obtained by the simulation performed in
NI Multisim 10.0 and Proteus 7.6 Professional.
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Fig. 11. Output of Energy Meter Side Circuit during Normal Voltage to
Overvoltage Transition at the Output of Transformer Side Circuit.

Monthly loss = 15 % 12

5.51628 = 101
15 x 12

Monthly loss = Rs.3.0646 X 107 gepce,

Monthly loss =

Grand Total of initial cost

Recovery Feriod =
erd Monthly loss

_ 4547240955
RECﬂT?E‘I“}-‘ Period = m

Recovery Period = 148 months % 1.5 months

So the circuit’s initial cost will be recovered in almost 45
days.

B. Results

In this Project the goal was to make the distribution
system efficient enough to prevent theft of electricity.
Distribution Loss due to theft is one of the major reasons
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Fig. 12. Output of Energy Meter Side Circuit during Overvoltage to
Normal Voltage Transition at the Output of Distribution
Transformer Side Circuit.

Fig. 13. Normal Voltage to Overvoltage Transition at the Output of

Distribution Transformer Side Circuit.



Digital Oscilloscope:

Fig. 14. Overvoltage to Normal Voltage Transition at the Output of
Distribution Transformer Side Circuit.

This project has the following major Benefits in it:

. Flexible Solution
[ Cost Effective
° No Human Intervention

i) Flexible Solution: The solution is not only unique
but also flexible in the manner that switching
intervals and pulse voltage magnitude are
customizable, which provides protection against
design theft.

ii) Cost Effective: The design is also cost effective
as depicted by the cost to benefit ratio (cost
recovers in almost 45 days) results.

iii) No Human Intervention: The circuit makes the
distribution system self-efficient to avoid theft of
electricity. Hence the human intervention (Line-
men, meter reader) is no more encountered.
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A PWM-Based Technique to Measure Phase Angle Between AC Voltage and Current
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Abstract

This research paper presents a simple and cost-efficient
circuit to measure the phase difference between two
sinusoidal signals. We have proposed a method that
converts the phase-difference into a DC voltage. A
mathematical relationship between the phase difference and
the DC voltage is also developed. Simulations of the
proposed circuit at various phase-angles are presented, the
simulation results agrees with the theoretical analysis.

Index Terms—Power factor, Phase meter, AC load, PWM
technique.

1. INTRODUCTION

The phase difference between two sinusoidal signals can be
measured by a number of methods [1-9]. M.Salamon and B.
Jarc [1] have discussed the simulation results of a signal-
phase meter. The authors have claimed a precise signal-
phase meter with accuracy more than 0.02%. In addition,
the authors have listed a few limitations of the proposed
signal-phase meter including prior frequency information,
and that the signal factors such; amplitude, phase,
frequency, and offset voltage, should have a small rate of
change and the change ought be modest. N. M. Vucijak and
L. V. Saranovac [2] have proposed two algorithms named
as, the simple algorithm (SAL) and a modified SAL
(MSAL), for computing phase difference between two
sinusoidal signals. B. Djokic and E. So have reported a
nonsynchronous multirate digital filtering [3] algorithm that
determines that phase angle of deformed periodic signals.
The authors proposed a method that functions for a broad
bandwidth while maintaining its accuracy. Earlier, S.-J. Lee
et al [4] had evaluated a phase detecting technique for PWM
rectifiers. While using rectifiers the voltage signal for the
supply source is deformed, therefore, the true phase angle
between source voltage and current becomes critical. The
distortion of the source signal had been approached by
applying active filters. M. A. Elela and M. Alturaigi [5]
proposed a frequency-insensitive phase meter, where the
phase to be measured was converted into a frequency. The
frequency was measured to find the phase. R. Micheletti
showed the digitizing of two sinusoidal signals and
proposed an algorithm that measures the phase angle by
least-square method [6].

Two interesting independent research papers, the first by S.
M. Mahmud et al [7] and the second produced by K. M.
Ibrahim and M. A. H. Abdul-karim [8], demonstrates the
application of the dual-slop method for determining the
phase angle between two periodic signals however. A
classical method to measure the phase difference is to count
the number of pulses in the time interval between zero-
crossing of the voltage and current signal [9]. We tend to
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avoid this method as it has limitations of clock frequency

resolution especially at low phase differences. Our proposed

circuit is simple and robust and such a circuit, to the best of

our knowledge, has not been presented before.

2. METHOD:WORKING OF THE
CIRCUIT

PROPOSED

Fig. 1 presents the proposed circuit where the main power-
circuit consist of an ac voltage source, v, a current-sensing
resistor Ry, and an ac load comprising of load inductance
L, and load resistance R;. As the main power-circuit input
current, iy, flows through the circuit, it is the phase
difference between v;, and i, that is required to measured.
The remaining parts of the proposed circuit will be
presented as follows.

2.1 Zero-crossing detection

One component that is used in most phase angle detection
circuits is the zero-crossing detector (ZCD). The ZCD may
be used as a reference or as an agent to detect the instant any
electric signal crosses zero volts or amperes. The zero-
crossing component in itself is a circuit and many
researchers have proposed various circuit schemes and
algorithms for detecting the time at which a signal
experiences a zero-crossing [10]-[13]. In this research paper
a conventional ZCD as presented in [13] is utilized. To
detect the zero crossing of the signals, v, and i, two
independent ZCDs are connected. Reference to Fig. 1, the
first ZCD is labeled as circuit-A and it is connected between
vin and ground. Circuit-A is used to detect the zero-crossing
of the v;, signal. The second ZCD is labeled as circuit-B, it
is used to detect the zero crossing of the current signal i,
The voltage appearing across the input terminal of circuit-B
is given as, Vrgen = iin X Ryen. The resistor Ry, should have an
insignificant value compared to the ac load. As a
consequence, the voltage Vg, 1S trivial and has to be
amplified before zero-crossing of the current i, can be
detected.

Fig. 2 depicts the detail schematics of circuit-A and -B, in
both figures conventional ZCD as suggested in [13] has
been utilized. Fig. 2(a) displays the details of circuit-A
which circuit produces a pulse of short duration every time
the input signal i.e., v;, crosses zero-volts. The output signal
of circuit-A is labeled as v,_.4. Fig. 2(b) shows the internal
circuitry of circuit-B that consists of a voltage follower,
voltage amplifier, and a ZCD. The input voltage Vree 1S
applied to an operational amplifier based voltage follower.
The voltage follower will serve to isolate the low resistance,
Rgen, from the non-inverting amplifier and ZCD. Essentially,
only the voltage across Ry, is transferred to the amplifier.
The non-inverting amplifier is applied to amplify the trivial
voltage of Vgy,. Succeeding the non-inverting amplifier is a



conventional ZCD. The output of the ZCD of circuit-B is
labeled as v;_,.q.

Fig. 3 displays an exemplary timing waveforms of the
proposed circuit, where the traces vy, and i;, represent the
input voltage and current signal, respectively. The time
period of input voltage v;, is represented as T. The phase
difference between vy, and i, is presented by 6. The traces
Vyzed and v, are the output signal of circuit-A and -B,
receptively. Signals v, 4 and v;,.q both exhibit a pulse of
amplitude Vpp volts every-time signals v, and
experience a zero-crossing, respectively. The remaining

lin

Main power-circuit

volts. Since v;,4 is connected to the R-pin of the R-S flip
flop, the short duration pulse on v;_,.q resets the vp,m to logic
zero. From time t; to T/2 the v, remains at logic zero. In
fig. 3, the trace v,y represents the output-Q of the R-S flip
flop. It is observed that that on state (logic one) of Vyym
varies directly proportionally with the phase difference
between vj, and i;,. From t = 0 to t; the amplitude of vy is
Vp volts.

2.3 PWM to DC voltage converter
The PWM to DC voltage converter stage shown in Fig. 1

NOR-gate based RS-flip flop

UVpwm | Vout
AN -
Q Rt
Cout-:: Dy _— ?(Stmctcr
Ej E—a T _TL

Vin Uy —zed :
Circuit-A ? i
- (S-pin)
T"Rbk‘.ll
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I (R-pin)

»
|

URsen
—

Uy —zcd

& iH

PWM to DC voltage converter

Vi—zced

Vbp

1;_

T

(b)

non-inverting
amplifier

Fig. 6 Conventional ZCD circuitry [13], where (a) shows details of circuit-A, and (b) shows details of circuit-B.

traces Vpym, and vy, will be discussed in the following
sub-sections.

2.2 PWM Generation Using R-S Flip Flop

The R-S flip flop circuit shown in Fig. 1, is a sequential
circuit created with the help of two NOR gates. Table I
exhibits the truth-table for a R-S flip flop [14]. Briefly,
the R-S flip flop output-Q with be logic one when input
terminals S and R are logic one and zero, respectively.
Likewise, the output-Q will be logic zero when S and R
are logic zero and one, respectively. As shown in Fig. 1,
the signal v,,4 is connected to the set-pin (S-pin) and
signal v;_,.q is connected to the reset-pin (R-pin), of the R-
S flip flop. The output of the R-S flip flop i.e., output-Q is
labeled as vp,m. Reference to fig. 3, at time t = 0, the input
voltage v;, crosses a zero volt, the signal v, .4 produces a
voltage pulse of Vpp volts for a short duration
(approximately 200us). Since vy_,.q iS connected to the S-
pin of the R-S flip flop, the short duration pulse on v,_,.q
sets the vpym to logic one. At time t,, the signal ij, crosses
a zero, the signal v; .4 produces a voltage pulse of Vpp
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consists of a resistor R, and capacitor C,, circuit. The
Zener diode is used for over-voltage protection. The input
of the PWM to DC voltage converter stage is the signal
Vpwm, Whereas, the output of the PWM to DC voltage
converter stage is vo,. As shown in fig. 3, the time period
of the signal vpym is T/2. From circuit theory it is know
that for a RC circuit, as in the PWM to DC voltage
converter stage, if SxRg,; X Coy >> T/2, then the voltage
Vour appearing across the capacitor C,, can be expressed
as,

1 T2
Vou = [ @)
ul R C 0 pwm
With reference to fig. 3, v,um can be expressed as,
V, for O<t<t,
[ — %)
0 fort, <t <T/2

Therefore, (1) can be rewritten as,
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Fig. 7 The proposed circuit exemplary timing waveforms of vin, i, Vy-zcds
Vized, prlm and Vout.
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Fig. 8 Waveforms of viy, fin, Vv-zcds Viczeds Vpwms ad Vou. The value of v, changes as the phase difference changes. (a) when phase difference is 20°deg (b) when
phase difference is 60 °deg (c) when phase difference is 88°deg.

Therefore, (5) can be rewritten as, 3. SIMULATION RESULTS AND DISCUSSION
Ve The proposed circuit presented in Fig. 1 was built and simulated
v, =—— (10) in Proteus Virtual System Modeling (VSM)TM software from
R, Coma) Labcenter Electronics™. Proteus VSM™ had been selected as it
routines mixed mode SPICE circuit simulations. The circuit
That is, the phase angle 0 can be expressed in terms of v, can parameters are set as follows; Vi, = 220V (rms), time period of
be expressed as, by rearranging (7), Vi ie., T = 20ms, Ry, = 1Q, L, = 100mH, Ry is variable from
zero to 2600Q2 . To apply (1), the condition 5x Ry, XCqy >>
_ OR, Coulvoul _ 2r fRoul Coulvoul 1 T/2, has to be maintained, therefore R, is selected as 1kQ and
- 4 - 4 an Cou as 570uF. The voltage Vp is set to 5V. The output voltage

Vour 18 measured using a DC voltage meter. The phase angle is
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evaluated by placing the measured value of vy, in (8) and
solving for 0. Fig. 4 demonstrates the response of the proposed
circuit for four different values of phase angle. The phase angle
had been varied by varying the value of R;. The figures presents
the waveforms of viy, fin, Vy-zeds Vizeds Vpwme and vy for different
values of R;. For Fig. 4(a), R = 86Q, as seen v,, = 0.581V,
placing this value of v, in (8) reveals 6 = 20°deg. At the same
time, the phase angle can be calculated from the formula,

oL,

12)
L
Placing L;=100mH and R;=85Q in (9) gives 0. =20.2°deg.

Similarly, keeping L; same as before and changing R; to 18Q,
the

. [ Legend
20° = Ocale. theoretical phase difference
0 [ by applying eq. (9)
L)
T s0c O O 0, phase difference found by the
o = proposed circuit and applying
T, | eq. (8).
[5)
5 30°
< -
L -
oL
ol v cvnd el vl vl
1 10 100 1k 10k

Load Resistor Ry, (£2)

Fig. 9 Comparison of the phase-difference obtained theoretically i.e.,
Beac verses 6, found with the help proposed circuit.

DC voltage of v,,=1.67V and the evaluated phase angle 6 from
(8) 59.8°deg, whereas the calculated phase angle 0., =60°deg.
Again reference to fig. 1, if Rp=1Q then the v,,=2.46V and
phase angle 0=88°deg, whereas the calculated phase angle 0
=88.1°deg.

To further test the proposed circuit, the load resistor R was
varied from zero to 2600Q whereas the load inductance was
kept constant of 100mH and the capacitor C,,, voltage i.e., Voy
was observed. The phase angle 6 was found from the value of
Vou and compared with the phase angle 0.,.. Fig. 5 present the
comparison, the agreement between 0 and 0, substantiate the
proposed circuit. However, the observed difference between 6
and 0., is due to the insertion of current sensing resistor Rg,.
For example when R had been set to zero-ohms the total
resistance of the circuit was 1 due the R,

4. CONCLUSION

The objective of this paper was to present a model of a PWM
based measurement of phase angle. The proposed circuit was
simulated and results were compared with the theoretical results.
The simulated results agreed with theoretical results. The
proposed model is simple to build and low-cost. Since the
proposed circuit produces a DC voltage that is proportional to
the phase angle, this DC voltage can be easily converter to a
digital signal for applications to microcontrollers, personal
computers, or DSP cards.
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